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Theory and Measurements of 
Photoresponse for Thin Film Pd2Si and 
PtSi Infrared Schottky -Barrier Detectors 
With Optical Cavity 

Hammam Elabd and Walter F. Kosonocky 
RCA Laboratories, Princeton, NJ 08540 

Abstract-A model for the photoyield of Schottky -barrier detectors (SBDs) with optical 

cavity is presented that is in a very good agreement with the measured data 

obtained on two types of developed thin-film PtSi SBDs. According to this 

model the photoyield (Q.E.) of these thin-film SBDs of 1.0 and 2.0% at a 

wavelength of 4.0 µm is 17 and 32 times higher than the photoyield of a 

thick -film SBD with Q.E. of 0.06%. The improvement by a factor of 4.93 and 

3.46 is attributed to the increase of optical absorptance, and the additional 

improvement by a factor of 3.45 and 9.25 is due to an increase in the 

internal photoemission due to scattering (reflection) of hot holes at the 

surfaces of the thin-film silicide. An improvement of the photoresponse by 

about a factor of 2.0 ís predicted by the model and has been experimentally 

verified. This improvement is due to use of a tuned optical cavity which 

includes an AR coating on the back side of the substrate and an optimum 

thickness of dielectric between the thin-film PtSi and the aluminum mirror. 

1. Introduction 

Recently high-performance PtSi and Pd2Si Schottky -barrier IR-CCD 
image sensors were developed at RCA Laboratories with 32 x 63 and 

64 x 128 detector elements.' The first generation Pd2Si Schottky - 
barrier detector (SBD) arrays were developed for 1.0 to 2.4 µm short - 
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wave -infrared (SWIR) satellite -borne applications requiring passive 
cooling or operation at about 120K.2.3.8 The PtSi SBD arrays were 
developed for 3.0 to 5.0 µm medium -wave -infrared (MWIR) thermal 
imaging applications.1'6 These focal plane arrays (FPAs) require op- 
erating temperature of about 80K. At the present time, the SBD FPAs 
developed at RCA Laboratories represent the most advanced staring 
FPA available for operation with TV compatible frame rates and up 
to f/3.0 optics.4,6 

This paper reviews photoemission theory and describes its applica- 
tion to the operation of thin-film PtSi and Pd2Si SBDs. A model based 
on the theory that is in good agreement with experimental data is also 
presented. The original electron photoemission model from metals into 
vacuum was described by Fowler.' In the 1960's Fowler's photoyield 
model was modified based on studies of internal photoemission of hot 
electrons from metal films into a semiconductor.' The most commonly 
used expression for photoyield and responsivity of SBDs is the equa- 
tion of Cohen, Vims, and Archer," The photoemission model of thin- 
film SBD and p -type silicon substrate presented in this paper (1) is in 
better agreement with the experimental data in SWIR range than the 
modified Fowler photoyield expression and (2) gives the actual value 
of the photoyield (confirmed by data) as a function of the structural 
parameters of the thin-film SBDs with an optical cavity and a metalic 
mirror. 

2. High Performance Thin -Film Pd2Si and PtSi SBDs 

2.1 Detector Structure 

The construction of recently developed high-performance thin-film 
PtSi SBDs with optical cavity is shown ín Fig. 1.''" The PtSi film 
thickness is 20 to 100 A. A 2000 to 10000 A dielectric layer is deposited 

OPTICAL 
CAVITY 

2000-10,000 G1 

L 20-100 A 

IR -RADIATION 

Fig. 1-The Schottky -barrier IR detector structure with optical cavity. 
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PHOTORESPONSE 

on the silicide film followed by an aluminum mirror. The back side of 

the silicon substrate is AR coated. The structure is hack illuminated. 
The structure is designed to induce (1) an enhanced optical absorp- 
tance as a result of multiple pass of the light in the film and (2) an 
increase in the injection (emission) efficiency of hot holes into the 
substrate. The increase in the injection efficiency is the result of hot 
hole scattering (reflection) at the silicide-dielectric interface and will 

be referred to as the internal quantum efficiency gain G. 

2.2 Responsivity and Quantum Efficiency 

Responsivity and quantum efficiency (Q.E.) measured as a function of 
wavelength of the high-performance PtSi and (first generation) Pd2Si 

SB detectors are shown in Fig. 2.'_6 The experimental points are 
compared in this figure with the commonly used equation" of Cohen 
et al for the SBD responsivity R expressed as 

2 

R = CI 
\ 

1 

*m.)1/4/ [1J 
1.24 

where CI is the quantum efficiency coefficient in eV', `l',,, is the 
metal -semiconductor Schottky -harrier in eV, and ís the wavelength 
of the infrared radiation. 

The theoretical curves in Fig. 2 represent the least square fit of the 
experimental points to Eq. [ 11 in the 3-6 µm range. The parameters CI 

and 'l',,, are determined from the slope and the intercept of equation 

= .J(hv - [2] 

where Y = Rhv is the photoyield (quantum efficiency). 

10 0 

lo-' 

10-2 

10-3 

10 

Fig. 2-Measured 

2 3 4 5 

WAVELENGTH (µm) 

responsivity of thin 
Schottky -barrier detectors. 

6 

TBB=1000°C 

00, 1.25 cm 

d = 15.8cm 

DEVICE II H-75 - 
CI. 0.542 eV -1 

kkus =0.208eV PSi 
DEVICE 2M-33 

C1= 0.38 eV -I 
*us =0.219eV 

DEVICE II G-55 
ti'Ms=0.337eV 1 Pd2Si 

CI=0.191eV-I J 

PtSi and Pd2Si high-performance 
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Inspection of Fig. 2 shows that Eq. [ 1 [ predicts too high a value for 
the responsivity R at short wavelengths. The model for the photoyield 
of an infrared SBD described in Sections 3.3 and 3.4 predicts the above 
discrepancy and provides a description for the C, coefficient in terms 
of the structural parameters of the thin-film SBD. 

3. Photoyield Model for an Infrared SBD 

3.1 Theory of Internal Photoemission 

The operation of the Schottky barrier infrared detector is based on 
the internal photoemission of hot holes across the Schottky barrier 
Y,,,.,, that is formed between the silicide layer and the p -type silicon 
substrate. The absorption of IR -radiation takes place in the metal 
silicide electrode as shown in Fig. 3. The absorbed IR photons excite 
valence electrons in the metal silicide to states above the fermi level, 
leaving behind holes. The "hot" holes are those that have energies 
higher than the Schottky harrier, 

Y.. = - ,,, + (Er., - E(,) = X0 + E 

hv 

t 

\ 4,S 

Ets- _i-L-i 
v 

rms 

e 

v 

mox- 
1 

Efm 

COLD HOLE 

HOT HOLE 

[3] 

hi,max 

*ms 4M+(Efs-Ev) 

X0+EG M 
Fig. 3-Simplified energy band diagram illustrating the photoemission in a 

PtSi or a Pd2Si SBD. 
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where cps and 4:,,, are the work functions of the semiconductor and the 
metal, Efs is the fermi energy, E is the energy at the top of the valence 
band, and X0 is the electron affinity of the semiconductor. 

The minimum light frequency required to excite a hole above the 
Schottky barrier is vo, corresponding to a photon energy hvo. Under 
the zero temperature approximation, for metal, which is a reasonable 
approximation for PtSi at the temperature of 77K, 

hro = `k.,is [41 

3.2 Escape (Emission) Probability of Hot Holes for Thick -Film 
SBD 

The escape (emission) probability for an excited hole in the silicide 

depends on the relationship between the energy of the excited hole E 

and the barrier height 'Y,,,.,.. As shown in Fig. 4, for zero -temperature 
approximation, the excited hole with E <_ 'Y,. (i.e., a cold hole) has an 

escape probability of about zero for a wide barrier. However, an excited 

hole with E >_ ,,,s (i.e., a hot hole) has an escape probability P(E), 
which is defined by the criterion requiring that the momentum of the 
hot hole normal to the silicide-silicon interface correspond to a kinetic 
energy greater than the barrier 4,,. As illustrated by Fig. 5, the escape 
probability of a hot hole P(E) can be expressed as 

P(E) _ 21rE2(1 - cost)) 1 - cos() - 
477E2 2 

5 

where cost) = 'Y,,,s/E, E is the hole energy referred to the fermi level 
and O defines the solid angle for the escape of hot holes with energy E. 

The critical (maximum) escape angle Oo for the radiation with photon 

EGD HOT HOLE 

COLD HOLE 
`rms 

DIELECTRIC SILICIDE; SEMICONDUCTOR 

Fig. 4-Illustration of the hot hole emission over the Schottky barrier. 
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47rr2 

SEMICONDUCTOR 

2 7rr2(1-cose) 

P(E) = (1-cos(9) 
Fig. 5-Graphic representation of the solid angle for escape of hot holes. 

energy hr or at wavelength X is defined by the equation 

T . rn.n 
Bo = cos-' 

.V by = cos-' 
1.24 [6] 

The variation of the critical escape angle 00 with wavelength is 
shown in Fig. 6. For PtSi SBDs operating in the 3-5µm band (MWIR), 
00 varies between 43° and 20°. For Pd2Si SBD, 00 varies between 58 
and 31° in the 1 to 2.5 pm SWIR range. 

For thick metal films the variation of the escape probability with 
the wavelength of incident radiation is shown in Fig. 7. For PtSi-SBD, 
P(E) is below 13% in the MWIR band; while for Pd2Si-SBD, P(E) is 
below 19% in the SWIR band. 

70 
cr.) 
w w 
cá 60 
w 

o 50 
m 

o - 40 

w 30 
0 

U 
20 

J 
ú 10 

Er" 
0 

0 2 3 4 5 

WAVELENGTH (µm) 
Fig. 6-The critical escape angle of hot holes versus the wavelength of the 

incident photon for a PtSi and a PdzSi SBD with 'Vms of 0.22 eV and 
0.35 eV, respectively. 

6 7 
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100 

10 -PtSi , 
yms= 

0 22 eV 

10 

01 

Pd2Si 

ms -0.35 eV 

1 2 3 4 5 6 7 8 

WAVELENGTH, (µm) 

Fig. 7-Escape (emission) probability of hot holes from PtSi and Pd2Si layers 
into silicon. 

The escape probability for cold holes is larger than zero for a 

Schottky barrier with narrow barrier width. The cold hole tunneling 
probability can be calculated from a simple quantum mechanical 
model that takes into account the wave nature of the carriers.10 For 
example, the tunneling probability of a 0.1 -eV hole through the 0.15 - 

eV barrier of IrSi SBD drops from 1 to 10-9 as the barrier width 
increases from 10 to 100 A. 

3.3 Photoyield of Thick -Film SBD 

For typical infrared light frequencies, by « Ef. Therefore, it is 

reasonable to assume in the case of PtSi and Pd2Si detectors that the 
density of states dN/dE, the probability of excitation of any hole, and 
the mean free path are constant over the excitation range.e* In addi- 
tion, the zero temperature approximation for metals allows us to define 
a sharp threshold for photoemission at 4'm,,. Following Archer's anal- 
ysis,' the total number of possible excited states for holes, as shown in 

This assumption is not valid, however, for the case of IrSi detectors where the 5d and 

6p bands do not overlap.1O 
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Fig. 3, 

NT - 

is 

dN 
dE 

dN 
hr. [7] f 

dE dE 

The number of states N from which hole emission across the barrier 
4,,,,. may occur is 

=dNP(E) dE 
JN w ,a 

dE 

2 dE J 
,,, 

I 

r ¡ 1I'21 dE 
m. 

_i_( 
I\ J J 

[81 

2 dE (hv - 2`Y,,,,hv + .,,.) 

1 dN 
2 dE 

hv(1 - [41"" h )2 or 

1 dN 
N=2dThv(1- cos 0o)2 191 

where Co is defined by Eq. [6]. 
Assuming that the mean free path for hot holes is much longer than 

the penetration depth of infrared radiation (see Sec. 4.1), the internal 
quantum efficiency Y, of SBD for the infrared radiation absorbed in 
the silicide film can be expressed using Eqs. [71-19] as 

z N 1 ` (Y,,,, l NT 2(1- l by 

or 

[101 

Y,=2(1- cos 0o)2. 111] 

The external quantum efficiency (photoyield) may be expressed as 
follows: 

Y=A(A) (1 - cos 00)2. [13] 

Y=AMY, 

Y=A(X) 1- 
2 

h,,v.. 2 ( )` 
A (A) 

Y \/,,,., 
) 2 `1 1.24 
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Here A (A) is the optical absorptance in the spectral window of the 
detector and is defined as the ratio of irradiance (optical power) 
absorbed by the silicide film to the incident irradiance on the SBD. 
Generally A (N) for thick metals is below 10%; for very thin Pt and Pd 
films, it can be as high as 20 to 60% (see Secs. 4.1 to 4.3). 

For light frequencies around vo, where Iwo = Tms, Eq. [8] may be 
approximated by 

hr dN CF, - m )dE. [14] 
4E 

It follows that in this case the internal quantum efficiency can be 

expressed as 

Y; - (hv - `I'.,,) `)'m, 
In 

by 1 (hv - ̀ Yms)2. 
[15] (- 

/ 

z 
4 h 4 h `hms/ 8 by 

The external quantum efficiency (photoyield) corresponding to Eq. 
[15] is 

A (A) (hv - ms) 2 
Y - 811m., by 

(hv - `P.) 2 
= Cl 

hv 

where C, is given by 

, - A 
(A) 

C 
8 `Imx 

1161 

[171 

At this point it should be noted that Eqs. [15] to [17] differ from the 
equation of Cohen et alb for electron emission by the proportionality 
factor, i.e., in Eq. [ 15] the proportionality factor is 

1 

8 l ms 

instead of 

1 

8[E,+ `Yn,s] 

as given in Ref. [8]. This implies that for SBDs with constant density 
of states the photoyield and the so called quantum efficiency coefficient 
C, are inversely proportional to the barrier height `1',,,,. This is con- 
sistent with measurements performed on our SBDs, where we have 
lowered the Schottky barrier, `Ym by increasing the doping of the 
surface of the p -type silicon substrate with boron implants.1 

[18] 

[19] 
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3.4 Photoyield of Thin -Film SBD 

In thin-film SBDs, in which the thickness of the silicide t is much 
smaller than the attenuation length L of hot holes," an increase in the 
escape probability of hot holes is expected due to the scattering 
(reflections) of the hot holes at the silicide surfaces. As illustrated in 
Fig. 8, the angle of the hot hole to the normal of the silicide-silicon 
interface 01 is larger than the maximum escape angle Bo. After scatter- 
ing (reflection) at the silicide-silicon and silicide-dielectric interfaces, 
the hot hole may acquire an angle 02 < Oo and be emitted into the 
silicon. 

According to this model for thin-film SBD, the hot hole with 0 > Oo 

can be reflected up to n times from either the silicide-silicon or the 
silicide-dielectric interface before its energy E is reduced to the value 
of NI,,. This can be expressed as 

¡ 2n 
E expl - = ,,,., 

n=Llnl E I, 
2t `Y,,, 

[20] 

[21] 

where t is the metal film thickness and L is the projected mean free 
path in the direction normal to the interface, or the attenuation length 
measured from the photoresponse variation with film thickness after 
correcting for changes in the absorptance." In this model we assume 
that at each reflection, the energy of the hot hole is conserved but the 
angle of reflection is uncorrelated with the angle of incidence. The loss 
of energy of the hot hole, described by the attenuation length, is 
attributed to the hot hole scattering with phonones and the barrier 
scattering in the thin silicide film. 

SCA-TERING (REFLECTION) OF HOT HOLES 

BI>eo>9 

ME TAL IC DIELECTRIC SILICIDE SEMICONDUCTOR MIRROR 

Fig. 8-Graphic representation of the scattering process of hot holes at the 
potential barriers at the silicide-silicon and silicon -dielectric interface. 
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For IR radiation with energy hv, the maximum number of reflections n. is 

L by 
= - In [22] 

2t Y 
According to this model, the escape probability P,(hv) of a hot hole 

with energy E = by in a thin-film silicide can be approximated by 

P,(hv) = P(hr) + P(hv)expl -2t 1 

¡L 
+ P(hv)expl -4t 1 

1 
-2nt 

+ P(hv)exp 
L 

or 

P,(hv) =2 (1 - cosBo) +2 (1 - cosO,) + 

+2 (1-cosa), 

[23] 

[24] 

where n is defined by Eq. [22]. In Eqs. [23] and [24] we have assumed 
that P(hr) « 1.0 and that terms like 

(1 -P(hr)]P(hv)exp(2t 
\L 

can be approximated by 

P(hv)exp( 
L tt 

To express the increase of internal quantum efficiency Y/ of thin- 
film SBD over the internal quantum efficiency Y; of a thick film we 
introduce a quantum efficiency gain coefficient G, such that 

Y/ = G Y;, [25] 

and the photoyield, or external quantum efficiency Y,, for a thin-film 
SBD is 

Y, = AGY;. [26] 

In our model for the thin-film SBD the gain coefficient G is defined as 

G P(hv) 
P,(hv) 

[27] 
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where P,(hv) is defined by Eq. [23] or Eq. [24] and P(hv) is defined by 
Eq. [5] (see Fig. 5). The gain coefficient G can be expressed as 

G - 1 - cosOo + [n - (cosO, + cosO2 cosO) ] 

=1 + 

where 

1 - cosHo 

1 - expCnt 
//IIl t L 

n - exp ) \II*hv,.. [28] 
r11 

1-exp(Lj 

1 
`P». 

- hv 

n =-ln 
2t 

represents the maximum number of chances that a hot hole (with 
energy hv) has for emission into the silicon. The solution of Eq. [28] as 
a function of L/t and A is shown in Fig. 9 for t,,,,s = 0.22 eV. 

At this point it should be added that the attenuation length L is 
expected to vary with the energy of the hot hole (i.e., from initial 
energy E1 to final energy E1). Under low energy excitation conditions, 
the attenuation length can be defined as 

LCizÉll +6(F,Él. 
100 

\PMs=0.22ev 

1 

10 100 1000 

AT-ENUATION LENGTH/SILICIDE THICKNESS (Lit) 
Fig. 9-Calculated quantum efficiency gain G for PtSi Schottky -barrier detec- 

tor for different wavelengths versus the ratio of the hot carrier atten- 
uation length to the silicide film thickness. 

[29] 
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Therefore, the gain coefficient G for by approaching the value of'Y,,,, 
may not decrease as indicated in Fig. 9 due to longer attenuation 
length L. Also the maximum value of the gain coefficient G is limited 
to a value of G = 1/P(hv) at which P,(hv) = 1.0, or when all of the hot 
holes are emitted into the silicon. 

Returning to Eq. [28], for L » t the value of G can be approximated 
as 

sL G=- 
t 

where G > 1. The value of s in this approximation is 

S 
1 ln(hv/`h,,,b) 

- 1 21-i'h 
where s is a constant for any given value of h,,. 

The external quantum efficiency (photoyield) for SBD can now be 
expressed as 

Y, A(A)G I 1 - 
/)2 

[321 

where the gain coefficient G = 1 for thick -film silicide and G > 1 for 
thin-film silicide. 

For light frequency, v, close to vo where hvo = 'Vma, the photoyield 
for thin-film SBD can he approximated by 

A(X)G (hv - m,)2 
Y 

84'mr hv 

(hv - 4'm,)2 
= Cl 

hv 
[33] 

where C1 is given by 

= 
A(M)GA(A)sL 

[ 
34] 

8'Y,,,, 84/,n. t 

Fig. 10 shows the responsivity of IR-SBD as computed from Eqs. 
132] and 133] where X = Y/hv for G = 1 and `l',, = 0.22 eV correspond- 
ing to PtSi SBD. As curves A and B show, the two models coincide 
above 3.5 µm. Eq. [32] predicts photoyield saturation in the SWIR 
where E » 'm., and a resulting drop in responsivity, as shown on Fig. 
10. This is consistent with experimental measurements on PtSi SBDs 
(see Fig. 14). In addition, curve C in Fig. 10 shows the theoretical limit 
on the responsivity of a PtSi SBD which is attained if all hot holes are 
emitted into silicon. This theoretical limit corresponds to G - 5 at 1 

µm and G _ 100 at 5.3 µm. This limit also assumes 100% absorptance, 

RCA Review Vol. 43 December 1982 581 



loo 

1o 

10I- 

0 

(A) 

R - G 
(I cos8)2 

2 hv 

rPtSi - SBD 

ms=0.22 eV 

A=10096 
G=I 

hv - kkms 
(C) 

hv2 

` 
R 
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\ 1.24 
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0 2 3 4 5 6 7 
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Fig. 10-Comparison of calculated responsivities of a PtSi-SBD versus wave- 
length for (a) an exact solution, (b) an approximation for by ems, 
and (c) an upper limit for responsivity when G --> oo. 

which may be approached with an optical cavity. This limit can be 
expressed as: 

hr -4Y 
Y= 

hr [35] 

Fig. 11 shows the internal quantum efficiency expected from Pd2Si 
SBD for the case of G = 1 and A = 100%. Again this is compared to 
the theoretical limit estimated from the ratio of hot holes to the total 
number of excited holes. 

3.5 Computer Simulation of the Absorptance 

The effect of the thickness of the dielectric layer on the absorptance 
of the PtSi film at 4µm for the 11H -type SBD (See Fig. 2) is shown on 
Fig. 12. This simulation of the absorptance in the silicide film of the 
SBD structure shown in Fig. 12 was computed using Fresnel equations. 
It was done using measured values of the index of refraction and 
absorption coefficient for the thin-film silicides and the two types of 
dielectrics. This analysis did not include reflection of the silicon -air 
interface (i.e., it assumes a perfect AR coat). The four curves in Fig. 12 
illustrate the effect on the absorptance of the aluminum mirror and 
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Pd2Si - SBD 

'%'m 0.35 eV 

G=1 
A=100% 

0.01 I ' ' 
1 2 3' 4 5 6 7 

WAVELENGTH (µm) 

Fig. 11-Photoyield wavelength dependence of Pd2Si-SBD for (a), (b), and 
(c) the same as for Fig. 10. 

8 

the variation of the thickness of the two types of dielectrics (No. 1 and 
No. 2) placed between the silicide and the aluminum mirror. In the 
case of the dielectric No. 1 the aluminum mirror enhances the absorp- 
tance by a factor of 4 at the tuning frequency. 

4. Photoresponse Measurements on PtSi-SBDs with Optical 
Cavity 

4.1 Comparison of Measured and Calculated Responsivity 

The measured values (crosses) of responsivity for the 11H -type thin- 
film PtSi SBD are compared in Fig. 13 with three calculated curves. 
Curve (a), where R = Y/hr, was calculated using Eq. [32] for AG = 1.6 

and 'Y,, = 0.208 eV. Eq. [32] predicts the saturation of SBD respon- 
sivity in the SWIR band as is observed experimentally. This should be 
compared with curves (b) and (c) for the commonly used Archer 
photoyield expression following Eq. [331. It should be noted that, 
according to Eq. [34], the quantum efficiency coefficient C, should be 

0.95 eV' if AG is a constant and equals 1.6 across the band (see curve 
(b)). However, a least square fit to the data of Fig. 13 between 3.0 and 
6.0µm yields C, of 0.54 eV -' (see curve (c) ). The difference between C, 
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Fig. 12-Absorptance of 11H type SBD versus the thickness of two types of 
dielectrics. 

= 0.54 eV-' and C1 = 0.95 eV-' is due to inaccuracy of Eq. [33] below 
4.0 µm and possible variations of the AG product across the band. 

4.2 Estimated Values of Quantum Efficiency Gain Factors and 
Improvement of Absorptance in Thin -Film PtSi SBDs 

As shown in Fig. 2, the measured values of quantum efficiency at 4µm 
without AR coat of the PtSi 2M -type and 11H -type SBD are 1.0 and 
2%, respectively. However, according to Eq. [32] for G = 1.0, A = 5.0% 
(see Fig. 14), and 'I',,,,. = 0.22eV, the Q.E. at 4.0 µm for thick -film PtSi 
is 0.06%* This means that the Q.E. improvement over the thick -film 
PtSi SBD can be estimated to be about 17 times for the 2M -type SBD 
and 32 times for the 11H -type SBD. The computed absorptance 
without AR coating for he 2M -type SBD is --259 and for the 11H - 
type is -17% (see Fig. 12). Therefore, in the case of the 11H -type PtSi 
SBD, a factor of 3.46 is attributed to the improvement in absorptance 
and a factor of 9.25 is attributed to the enhancement of the escape 
(emission) probability of the hot holes due to scattering (reflection) at 
the silicide surfaces (or the quantum efficiency gain G). In the case of 

In this comparison, we assume `1'ms = 0.22 eV for all PtSi SBDs. The Q.E. of 0.06% 
for thick -film PtSi SBD at 4.0 µm is also in good agreement with measured values. 
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the 2M -type SBD, the improvement in optical absorptance is esti- 
mated to be a factor of 4.93 over that of a thick -film PtSi SBD while 
the quantum efficiency gain G is estimated to he 3.45. 

4.3 Optimization of Photoyield as a Function of Thickness of 
the Silicide Film 

To illustrate the optimization of the SBD photoyield with the thickness 
of the silicide, Fig. 14 shows the curve of ahsorptance A of PtSi, the 
curve of the quantum efficiency gain G, and the curve of the product 
AG as the function of thickness of the PtSi layer normalized to the 
absorption length. The curve for the ahsorptance A computed using 
Fresnel equations for the case of a PtSi film on a silicon substrate is 

compared here with measured experimental points (triangles) at the 
wavelength A = 4.0 µm. It should be noted that for a thick PtSi film, 
the value of the simulated absorptance A approaches 5.0%. The quan- 
tum efficiency gain curve (G) is computed by Eq. [28] (see Fig. 9) for 
A = 4.0 µm, 'P,, = 0.22 eV, and L = 12.5 times the absorption length of 
PtSi. The value for L was determined using Eq. [28] from the estimated 
values G for the 2M -type and the 11-H type PtSi SBD with film 
thickness of 0.26 and 0.10 of the PtSi absorption length, respectively. 
The two experimental (estimated) points for G (solid circles) are shown 
in Fig. 14. An inspection of Fig. 14 shows that the peak of AG product 
curve for PtSi film without aluminum reflector occurs at a thickness 
of the PtSi layer that is less than one eighth of the absorption length 
of PtSi. 
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Fig. 14-The optimization of the photoyield of PtSi-SBD by (curve a) the 
variation of the calculated curves for absorptance A, (curve b) the 
quantum efficiency gain G and (curve c) the AG product as the 
function of the thickness of the silicide layer. The experimentally 
determined points for absorptance A are triangles, the circles are 
for O.E. gain, and the squares for the AG product. 

4.4 The Photoresponse of PtSi SBDs with Optical Cavity 

The quantum efficiency of 1.0% and 2.0% for the 2M -type and the 11H - 
type PtSi SBDs shown in Fig. 2 were obtained without an AR coating 
on the back surface of silicon and with a nonoptimum thickness of the 
dielectric between the PtSi and the aluminum mirror. Our recent data 
shows that an AR coating improves the response of SBDs by a factor 
of about 1.3. Furthermore, data on a number of 11H -type SBDs 
prepared with an AR coat and an optimized thickness of dielectric (i.e., 
a tuned optical cavity) shows an improvement in response by a factor 
of 1.6 to 1.9. The above measured improvement in photoresponse is in 
good agreement with the calculated improvement in absorptance by a 
factor of 1.4 due to an optimized thickness of the dielectric (according 
to Fig. 12) and a factor of 1.3 due to the AR coat. Therefore, the total 
predicted improvement in photoresponse of the 11H -type SBDs cor- 
responds to a factor of 1.82. Similar analysis for the 2M -type SBDs 
predicts a possible total improvement by a factor of 2.1. 

Fig. 15 demonstrates the effect of the aluminum mirror on the 
photoresponse of a 32 x 63 -element IR-CCD imager with 11H -type 
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Fig. 15-Photograph of the TV monitor for a 32 x 63 element IR-CCD imager 
illustrating the effect of the aluminum mirror on the photoresponse. 

SBI)s with an optimum thickness of the dielectric over the Pt.Si for a 
tuned optical cavity. The SBDs in Region 1 were covered with full 

aluminum mirrors and the SBDs in Region 2 had no aluminum mirrors. 
The SBDs in Region 3 were covered by aluminum mirrors over about 
50% of the detector area for a test not directly related to this discussion. 
The picture of the TV monitor shown in Fig. 15 is for a black body 
source 30°C above ambient positioned on Regions 1 and 2. Measure- 
ments on a number of tested imagers showed that the ratio of the 
response in Region 1 (with aluminum mirror) to that in Region 2 (no 
aluminum mirror) is between 2.5 to 3.4. These measurements are 
cons'stent with the calculated curves in Fig. 12 and represent additional 
conclusive evidence for the predicted enhancement of absorptance in 

SBDs due to the tuned optical cavity. 

5. Conclusions 

A model has been presented for the photoyield of the thin-film infrared 
Schottky-hatier detectors with optical cavity that predicts the meas- 
ured data obtained for PtSi SBDs. According to this model, an im- 

provement in the photoyield by factors of 17 and 32 for the two types 
of developed thin-film PtSi SBDs (2M and 11H) over the thick -film 
PtSi SBDs is attributed to: 
(1) the improvement in optical absorptance by a factor of 4.93 for the 
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2M SBD and a factor of 3.46 for the 11H SBD, and 
(2) the increase in the internal quantum efficiency resulting from the 

increased probability of emission of hot holes in thin-film silicide 
due to scattering at the silicide surfaces (referred to as the quantum 
efficiency gain G) of 3.45 for the 2M SBD and 9.25 for the 11H 
SBD. 

According to the model presented, the attenuation length L of hot 
holes corresponding to energy of hr' = 0.31 eV (A = 4.0 µm) is 12.5 
times the absorption length in the thin-film PtSi. The model also 
indicates that the 11H SBDs have about the optimal thickness of PtSi 
film. 

Simulation of the absorptance as a function of the thickness of the 
dielectric between the PtSi film and the aluminum mirror predicts an 
improvement in photoyield due to the tuning of the optical cavity by 
a factor of 1.82 for the 11H -type SBDs and by a factor of 2.1 for the 
2M -type SBDs. This improvement in photoyield will increase the 
quantum efficiency of the 11H -type SBDs from 2.0% to 3.6% at a 
wavelength of 4.0 pm. 

High -density IR-CCD focal plane arrays with such PtSi Schottky - 
barrier detectors operating as staring imagers at 60 frames/second 
should be capable of very high -quality thermal imaging against the 
300 K background. 

Finally the Schottky -barrier emission model described here for thin- 
film PtSi SBDs can be used to optimize the performance of the 
photoyield of other infrared SBDs such as the Pd2Si and the IrSi 
SBDs. 
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Abstract-Plastic encapsulation produces compressive stress in an integrated circuit 
die. Stress may alter the value of diffused or implanted resistors via the 

piezoresistivity effect. Circuit parameters that depend on resistance or 
resistance ratios (a) may not meet the intended parameter design center, (b) 

have increased parameter distribution width due to stress variations from 

package to package, and (c) have parameter drifts that result in performance 
failure due to changes in package stress during usage. 

Encapsulation stress is calculated with the Finite Element Method (FEM). 
The largest stress components are compressive and parallel to die edges. 
FEM stress values and piezoresistivity equations are used to compute 
effects on p -type resistors formed on a (100) substrate. 

Piezoresistive analysis is applied to the Chroma/Luma IC. In the original 
layout, dc offsets between RGB color outputs drifted due to package stress 
instability. Drifts were eliminated by (a) re -layout of resistors according to 
piezoresistivity design rules and (b) fabrication of the original layout on 45° 
rotated substrates. 

Parameters most sensitive to piezoresistivity are dc matching as in the 
Chroma/Luma and dc gains or attenuations as in D/A converters. C -clamp 
pressure on an IC package is an effective method of detecting sensitivity to 

package stress. Thermal cycling and comparison of ceramic and plastic 
units are also good detection methods for piezoresistivity problems. 

1. Introduction 

The piezoresistivity effect in silicon has been used to make strain, 
pressure, and force sensors,1-9 and more recently it has been used to 
measure stress on a plastic -encapsulated silicon die. This paper dis- 
cusses piezoresistivity effects on the electrical characteristics of inte- 
grated circuits (ICs). Linear bipolar circuits use ratio matching between 
p -type resistors extensively. Encapsulation stress can alter these ratios, 
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thereby affecting electrical performance. Perhaps more important, 
changes in encapsulation stress during usage can produce parameter 
drifts that result in performance failures. 

Encapsulation stress has been demonstrated to be a factor in the 
reliability of ICs. Inayoshi et al. correlated passivation defect density 
with the stress produced by various encapsulaton resins.10 Isagawa et 
al. reported metalization deformation as a result of encapsulation 
strain and thermal cycling." Usell and Smiley have measured encap- 
sulation strain with commercial piezoresistive strain sensors and have 
calculated stress levels with the Finite Element Method.12 They report 
that strain induces cracks in dielectrics between double layer metals, 
and they discuss gap formation between the die surface and encapsu- 
lant. Schroen et al.13 and Spencer et al.14 incorporated piezoresistive 
stress -sensing resistors on reliability test devices. They have measured 
package stresses as large as 60% of silicon fracture stress for some 
molding compounds. They report stress effects on MOS threshold and 
gain, and discuss a low -temperature, long-time cycle for post -mold 
curing. This cycle reduces stress but increases Al metal corrosion rate 
during pressure cooker tests. Komatsu et al. used a diffused resistor 
array to derive a detailed map of stress contours across the die 
surface.15 They discuss the effects of resistor orientation and show that 
the stress sensitivity of p -type resistors is near minimum when they 
are parallel to cubic [100] type crystal directions. 

In Sec. 2 of this paper the stress distributions on an encapsulated 
die are calculated with the Finite Element Method. Sec. 3 briefly 
reviews piezoresistivity theory and uses FEM stresses to determine 
piezoresistive effects on resistors as a function of location and orienta- 
tion on a (100) die surface. Piezoresistivity analysis is applied to the 
Chroma/Luma IC in Sec. 4. In its initial form this device had parameter 
drifts due to package stress instability. Two successful approaches that 
reduce drift to an acceptable level are presented. 

2. Stress Calculation 

The stress distribution in an encapsulated silicon die has been com- 
puted with the Finite Element Method (FEM). FEM requires dividing 
the IC package, lead frame, and die into small volume elements. The 
geometric distortion and centroid stress of each element can be com- 
puted with an FEM computer program. The program used for this 
calculation is the ANSYS Finite Element Computer Program, pro- 
duced by Swanson Analysis of Houston, PA and accessed through the 
Westinghouse Computer Center in Pittsburgh, PA. 

Inputs to the program are the set of elements described by geometry 
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Fig. 1-Top view of elements used for FEM stress calculation. 

and location, and the elastic properties of each element. Some of the 
elements are shown in Fig. 1. The element sizes and shapes are based 
on a standard 28 -pin copper lead frame package and a die size of 148 

by 103 mils. It was assumed that the die is mounted at the center of 
the lead frame so that A symmetry could be used. The finest element 
breakup is at the silicon die location where Vi of the chip is divided 
into 48 elements. The vertical dimension is divided into layers that 
include two levels of epoxy above and below the lead frame and die 
levels. The epoxy die attach between silicon and copper is not included. 

A key assumption is that the package system is stress -free at the 
175°C epoxy cure temperature and that the major stresses are devel- 
oped by thermal contraction of the materials around the die upon 
cooling to room temperature. This assumption is supported by Refs. 
10 and 12. The material properties of the components are shown in 
Table 1. Values for Si and Cu are from standard references but the 
properties of the epoxy novolac are estimates from people familiar 

Table 1-Assumed Material Properties 

Material 

PROPERTIES 

Coefficient of 
Young's Thermal 
Modulus Poisson's Expansion 

(Psi) Ration (°C 11 

Si 2.7:3 k 10' 0.355 2.7 x 10-" 
Cu 1.6 x 10' 0.355 17.7 x 10-" 
Epoxy 26 x 10 '','I" < 150°C 
Molding 2 x. l0"' 0.:31 63 x 10 ', T> 150°C 
Material 

See text 
Cool -down details: 175° C -- 25°C 
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with this material. The elastic modulus of the epoxy is temperature- 
dependent;'2 however, reliable characterizations were not available 
when computations were performed. Consequently, a temperature - 
independent modulus was used for calculations. Perhaps more impor- 
tant is that slippage occurs between epoxy and the die or lead frame. 
Slippage between epoxy and the die surface has been demonstrated in 
Ref. 11, suggesting reducing the effective modulus for the nodal FEM 
model that does not permit slippage to occur. Slippage effects are 
taken into account by using a modulus of 2 x 10' psi. Computations 
based on values closer to those of Table 1 led to stress levels in excess 
of the fracture stress of silicon and predicted piezoresistivity effects 
much larger than those observed. The use of an effective modulus to 
account for slippage prevents a simple FEM comparison of various 
epoxies by merely inserting their published modulus values. Slippage 
between the die and lead frame may also affect stress levels. Experi- 
mentally, it was observed that piezoresistivity effects were not strongly 
dependent on the die attach or lead frame materials with the exception 
of eutectic die mounting. On the other hand, piezoresistivity effects 
were significantly reduced when the die was coated with a thick layer 
of elastomer prior to epoxy encapsulation. It was concluded that the 
chip/lead frame interface is of secondary importance in calculating 
stress levels. 

The major FEM results are the centroid stresses in each silicon 
element. Table 2a shows orthogonal stresses S.r, Sy, and S, parallel to 
long edge, short edge, and vertical directions, respectively. The corre- 
sponding shear stresses T -y, T,,, and Ty, are given in Table 2b. Equal 
stress contour maps for S S,., and Ty, are shown in Figs. 2a, 2b, and 
2c. These maps were derived from a linear interpolation of the stress 
values of Table 2. 

Compressive stresses parallel to die edges are the largest components 
in each element. Vertical stress is much smaller, and in the second row 
of elements from the die edges it is tensile (positive) rather than 
compressive. Epoxy does not adhere to the die surface so that tensile 
stress may be an artifact of the nodal (no slippage) limitation of FEM 
modeling. At the die center (and in most elements) S, is larger than 
Sy. This is due to die aspect ratio rather than the fact that the long die 
edge is parallel to the long axis of the package. Fig. 2 shows that 
magnitudes of S, are smallest along the y edge and increase toward 
the die center. Similarly, S, is smallest along the x edge. The largest S, 
and S, values occur at the midpoint of the x and y edges, respectively. 
Shear stress in the surface plane, Ty maximizes at the corners and 
goes toward zero along the center lines of the die. These characteristics 
agree with equal stress contours experimentally derived in Ref. 15. 
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Table 2a-Orthogonal Stress 11(r dynes/cm2) 

Die 
Corner 

-1788 -1972 -2015 -2080 -2148 -2200 -2235 -2253 
-1762 -1366 -1320 -1278 -1271 -1261 -1266 -1266 
- 397 + 78 - 95 - 63 - 73 - 74 - 75 - 76 
-1418 -1783 -1939 -2028 -2100 -2153 -2188 -2206 
-1873 -1661 -1551 -1476 -1451 -1438 -1431 -1429 
+ 98 + 129 + 39 + 68 + 63 + 64 + 65 + 65 
-1423 -1711 -1893 -2016 -2102 -2161 -2199 -2218 
-1856 -1775 -1694 -1610 -1571 -1548 -1536 -1531 
- 88 + 42 - 56 - 28 - 31 - 30 - 30 - 30 
-1430 -1679 -1843 -1971 -2066 -2131 -2172 -2193 
-1886 -1821 -1780 -1703 -1659 -1631 -1615 -1608 
- 65 + 75 - 34 - 4 - 9 - 8 - 8 - 8 
-1471 -1688 -1830 -1953 -2050 -2118 -2162 -2183 
-1942 -1856 -1830 -1761 -1720 -1689 -1671 -1663 
- 77 + 75 - 36 - 7 - 12 - 12 - 12 - 11 
-1499 -1694 -1828 -1945 -2042 -2110 -2155 -2177 
-1963 -1880 -1853 -1788 -1748 -1718 -1699 -1690 
- 72 + 78 - 37 - 6 - 12 - 11 - 11 - 11 

Die 
Center 

S, 
KEYS, 

S, 

Table 2b-Shear Stress (10" dynes/cm2) 

Die 
Corner 

+614 +221 +250 +239 +238 +238 +239 +239 
-647 -230 -163 -134 - 95 - 65 - 38 - 12 
+624 +512 +329 +235 +167 +112 64 + 2 
+203 + 2 + 19 +20 +21 +21 +21 +21 
-235 + 7 + 13 - 4 - 2 - 2 - 2 - 1 

+491 +512 +375 +266 +187 +124 + 71 + 23 
+121 - 16 + 5 + 4 + 6 + 7 + 6 + 7 
-281 - 6 + 5 - 14 - 9 - 8 - 4 - 1 

+284 +351 +291 +218 +154 +103 + 59 + 19 
+100 + 2 + 3 + 11 + 13 + 14 + 14 + 14 
-292 - 5 - 3 - 13 - 7 - 6 - 3 - 1 

+175 +216 +195 +155 +113 + 76 + 43 + 14 
+ 69 + 2 + 7 + 5 + 7 + 7 + 7 + 7 
-300 - 5 - 4 - 16 - 8 - 6 - 4 - 1 

+95 +122 +110 +91 +68 +47 +27 + 9 
+ 22 + 1 + 2 + 2 + 2 + 2 + 2 - 2 
-302 - 2 - 4 - 15 - 8 - 6 - 4 - 1 

+ 27 + 40 + 35 + 30 + 22 + 15 + 9 + 3 
Die 
Center 

T 
KEY T,,, 

T,, 

The calculated stress magnitude may not agree with actual condi- 
tions due to the somewhat arbitrary choice of temperature -indepen- 
dent elastic modulus for epoxy. However, the distribution shape and 
relative stress magnitudes are believed to be accurate. These factors 
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Fig. 2-(a) Equal -stress contour map for S, parallel to the long die edge. (b) 
Equal -stress contour map for Sy stress parallel to the short die edge. 
(c) Equal -stress contour map for T. shear stress in the plane of the 
die. 
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control the location and orientation dependence of piezoresistivity 
effects on the silicon die. 

3. Piezoresistivity 

Piezoresistivity in silicon was first characterized by Smith.'" When 
external stress is applied to silicon, its resistivity becomes anisotropic. 
Stress -induced resistivity change is dependent on the direction of 
current flow with respect to the crystal lattice. The three-dimensional 
effects of piezoresistivity are described by six fractional resistivity 
changes. These changes are related to stress through a 6x6 matrix of 
coupling coefficients. Due to symmetry of the silicon crystal lattice, 
only three of the possible 36 coefficients are independent and are 
commonly denoted as I1,,, 1112, and ILw. The remaining coefficients 
can he derived from these three. The fundamental coefficients have 
been experimentally determined; they are dependent on carrier type 
(n or p), temperature, and doping density. The doping density of 
diffused resistors is nonuniform; however, effective coefficients that 
depend primarily on surface concentration can be used.''.' In this 
paper, coefficients for p .type resistors are assumed to he 3, -1, and 90 
in units of 10-12 cm2/dyne for II11, 1112 and 1114, respectively. These 
numbers are based on a discussion of observed values given by Clark 
and Wise." 

The coupling coefficient matrix is dependent on the choice of coor- 
dinate system with respect to the silicon lattice. The basic coupling 
matrix occurs when x, y, z directions are parallel to the cubic axes of 
the crystal. This situation is pictured in Fig. 3a where x and y axes of 
a silicon die are parallel to the [010] and [0011 directions in the plane 
of the (100) silicon surface. The x, y, z axes correspond to the FEM 
calculation. For this condition, the piezoresistivity coupling matrix is 

4A.i 1-111 Riz 0 0 0 S.t 

Jyy 7 I2 1111 
n7it 
1112 0 0 0 s 

áz2 

`zV 

I122 

0 
1I12 

0 
1111 

0 

0 
Il.,., 

0 
0 

0 
0 

x 
S: 
T2y 

Ill 

0 0 0 0 R,., 0 
Aya 0 0 0 0 0 I1,4 Yy.t 

Values of J are fractional resistivity changes ant S and T are normal 
and shear stresses in dynes/cm2. Subscripts of 0 refer to directions of 
resistivity change and current. For example, Ay,- is the stress -induced 
resistivity change in the y direction due to current flow in the x 
direction. The formulism of Piezoresistivity is based on electric field 
changes in response to stress under constant current density condi- 
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tions. Therefore, Ay., is a result of a stress -induced change in the y 
component of electric field due to the x component of current density. 
Symmetry of the silicon lattice results in the converse conditions; i.e., 
-Sya = . = and =y = áyz. For IC resistors, current is 
constrained to flow in the direction of resistor length. The electric field 
that determines potential drop across the resistor is parallel to current 
flow. Therefore, the fractional resistivity changes of interest are xx 
and D» which affect resistors parallel to the x and y directions. 
Resistivity change can he equated to resistance change if the resistor 
is sufficiently small so that stress is constant along its length. For the 
condition of Fig. 3a, the fractional resistance changes can be computed 
from [ 1 J as: 

xz = áR,/ = (3S. Sy - S,) x 10-12. [2] 

áyy = -51?y/Ry = (-Si + 3Sy - Sz) x 10-'2 [3] 

The fundamental coefficient values given above are used in Eqs. [2] 
and [3]. 

(a) 

(b) 

X RESISTOR 

Y 

X RESISTOR 

Y 

x 

1 

RADIAL 
RESISTORS 

-- x 

[001] 

L [0101 

L -y RESISTOR 

[oil] 
[001] 

<-[011] 
[ow] 

y RESISTOR 

[0-1] 
[001] 

C [011] 

[010] 

TANGENTIAL 
RESISTORS 

Fig. 3-Die and resistor orientations on a (100) silicon wafer: (a) edges and 
resistors in [100] type directions for minimum piezoresistivity effects, 
(b) conventional orientation with edges and resistors in [110] type 
directions which maximizes piezoresistivity effects, (c) edges in [1 10] 
directions and resistors in [100] directions for minimum piezoresistiv- 
ity effects. 
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IC fabrication on (100) wafers usually employs die edges and resistor 
elements parallel to [011] -type directions as shown in Fig. 3b. This 
orientation results in die edges that are parallel to natural cleavage 
lines of the wafer but are rotated by 45° from the cubic axes in the 
wafer plane. Phann and Thurston" have derived expressions for pie- 
zoresistivity coupling coefficients in any coordinate system as a func- 
ion of the fundamental coefficients and the direction cosines relating 

the coordinate system to the cubic axes. The coupling matrix for Fig. 
3b is 

1/2(111,+n12+n4.,) 1/2(H+II,2-II.14) II,2 0 0 0 

1/2(n + 1-1,2+ n.,.,) 1/2(II + n,2 + n.,n) n,2 O O O 

n,2 n12 n o o o 
o 0 0 n.,., 0 0 

0 0 0 0 n.,., 0 

0 0 0 0 0 (n - 1-1,2) 

[4] 

The fractional resistance changes for the orientation of Fig. 3(b) are 

Qr.r = OR.r/R.r =(46Sx - 44Sy - SZ) x 10-12 

áyy = ORy/Ry = (-44S.r + 46Sy - Sz) x 10-12 

[5] 

[6] 

The coefficients multiplying S.r and Sy are more than an order of 
magnitude larger compared to Eqs. [2] and [3] because they depend 
on the larger shear coupling coefficient 1-14,. Since Sx and Sy are the 
largest encapsulation stresses, piezoresistivity effects are large for the 
conventional (100) orientation. Note that neither of the orientations 
discussed above involve shear stress. 

Piezoresistivity effects can be reduced by using standard die edge 
orientation and resistors tilted at 45° as shown in Fig. 3c. Resistors lie 
along cubic axes, and so coupling matrix Eq. [1] can be used. However, 
the stress components must be expressed in a coordinate system 
rotated 45° about the z axis. The stress components in this system are 
a function of FEM stress components and the direction cosines relating 
the rotated coordinate system to the x, y, z direction." In terms of 
FEM stresses the fractional resistivity changes are: 

AR/R,5= '/z(n + n,2)(S.r + Sy) + n,2Sz ± (II ,i - n,2)Tyx [7] 

and 

AR/R = (S.r + Sy - Sz ± 4T,.r) x 10-,2 [81 

The + and - signs for Tyx are for tangential and radial resistors, 
respectively, as defined in Fig. 3c. 
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Fractional resistance changes were calculated with the FEM stress 
values of Table 2. For resistors parallel to cubic directions, as in Figs. 
3a and c, the changes are relatively small and always negative. The 
maximum and minimum resistivity changes for Fig. 3a occur at the 
midpoint of the long edge where AR,/RX = -0.55% and Ry/R,, = 
-0.15%. Therefore, the largest stress -induced resistor ratio error among 
any set of resistors is 0.40% independent of their location or orientation. 
This number is halved if all resistors are in the same direction. Stress - 
induced mismatch is insignificant for closely spaced parallel resistors. 
Variations of resistor width, doping density, and contact resistance are 
more significant factors in ratio errors. A similar situation applies to 
the 45° tilted resistors of Fig. 3c. In this case the largest shifts occur at 
die corners where radial and tangential resistors change by -0.60% and 
-0.11%, respectively. 

Effects are much larger for the standard orientation, Fig. 3b. Change 
in x resistors can be from -4.79% to 1.78% depending on location. The 
range for y resistors is - 2.46% to 4.09%. Fig. 4 shows maps of equal 
shift contours for x resistors (a) and y resistors (b). These maps were 
derived by interpolation between calculated values at the center of 
each element. Results from the upper left quadrant were mirrored into 
the other three quadrants. 

Although encapsulation shifts are large for the standard orientation, 
resistor matching can be preserved by careful design. At most locations 
shifts are opposite in polarity for x and y resistors. A pair of resistors 
that are not entirely parallel (e.g., one is folded and has both x and y 
segments) will become mismatched after encapsulation even if they 
are in close proximity and located near the die center. Note that equal 
shift contour gradients increase near the die edges. A set of parallel x 
resistors placed near the x edge will become mismatched because the 
resistor nearest the edge will shift more than the others. The same is 
true of y resistors near the y edge. Suggest ions for avoiding stress - 
induced mismatch for this orientation are: 

(1) Matched resistors should be parallel and in close proximity. If 
they must be folded due to space limitations, they should be 
divided into a series of metal -connected resistors all of which 
are parallel and in close proximity. 

(2) Matched resistors should be placed as close to the die center as 
possible. 

(3) If matched resistors must be placed close to an edge, they should 
be perpendicular to it. This applies only if the resistors have 
nearly equal lengths. 

(4) Corners should be avoided. 
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Fig. 4-(a) Contour map for package stress -induced shifts of x resistors for 
conventional (100) die orientation (see Fig. 3b). (b) Contour map for 
package stress -induced shifts of y resistors for conventional (100) 
die orientation (see Fig. 3b). 

These suggestions should be adequate for eliminating piezoresistive 
encapsulation effects on many circuits using the conventional orienta- 
tion. However, they may result in wasted die area or become impossible 
if a large number of resistors must be matched, as in a D/A resistor 
ladder network. 
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When die edges and resistors are parallel to cubic axes (Fig. 3a), 
stress -induced mismatch is virtually eliminated. This orientation does 
not require special rules and it can be used with existing designs that 
are affected by peizoresistivity. It can be accomplished by a simple 45° 
rotation of a standard (100) substrate with respect to photomasks or 
by using (100) substrates with a properly positioned flat. Care must be 
taken at the die separation process. Wafer sawing must he used rather 
than the conventional "scribe and break" method. 

4. Application 

Piezoresistivity analysis was applied to a Chroma/Luma IC designed 
for use in television receivers.21 This IC decodes chrominance infor- 
mation from the baseband signal and combines it with luminance 
information to produce red, green, and blue (RGB) output signals. 
These signals control brightness and color information viewed on the 
television screen. 

The do offset voltages among RGB outputs are critical parameters 
for proper receiver performance. Ideally, there should be no offset, but 
this is rarely achieved due to IC process tolerances and the complex 
circuitry used to generate the outputs. Therefore offsets are nulled by 
external potentiometers during manufacture of the receiver. After 
adjustment, offset stability becomes extremely important. Offset drifts 
of 30 mV can be discerned by a critical observer and drifts greater 
than 90 mV can be detected as a colored background by many TV 
viewers. In its initial form many Chroma/Luma ICs exhibited excessive 
drift during reliability tests and simulated receiver operation. Offset 
drifts were found to be a result of piezoresistivity and package stress 
instability. 

RGB outputs are produced by three separate but identical circuits 
that contain several matched resistor pairs. Resistors must be placed 
at different die locations so that stress instability will affect each 
resistor and the corresponding output in a different manner, thereby 
resulting in offset drift. 

Fig. 5 is a schematic of the do coupled output circuitry. Each color 
output incorporates a matrix amplifier, level shifter, luminance sum- 
mer, and blank/buffer stage. The latter provides low output impedance 
as well as blanking during horizontal, vertical retrace. Inputs to the 
matrix amplifiers are derived from the in -phase (I) and quadrature (Q) 
components of the demodulated chrominance signal. Appropriate frac- 
tional values of I and Q are combined in the matrix amplifiers to 
regenerate R - Y, G - Y and B - Y color difference signals. The 
luminance (brightness) signal, Y, is added in the luminance summers. 
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Fig. 5-Schematic of the dc coupled circuit for color output signals used in 
the Chroma/Luma IC. Circuitry for green and blue outputs is identical 
to that shown for the red output. 

DC offsets are measured when there is no chrominance signal. 
Inputs to the matrix amplifiers are at near equal de levels determined 
by the quiescent state of the driving circuitry. The luminance input is 

at a de level determined by the black level reference signal and the 
customer brightness control. During testing, the brightness control is 
typically set to give 4 V (nominal) at the RGB outputs. These condi- 
tions were used in a sensitivity analysis to determine the effects of 
each resistor on output in millivolts of output change per 1% resistance 
change. Resistors with more than 20 -mV/% sensitivity are labeled with 
numbers in Fig. 5. There are five pairs of resistors having approxi- 
mately equal but opposite polarity sensitivity. For example, +1% 
change in resistors 1 and 2 causes +52 mV and -52 mV output changes, 
respectively, thereby canceling their effects. 

Fig. 6 shows the approximate layout of critical resistors on a back- 
ground grid representing elements used in the FEM stress calculation. 
Resistors are labeled with a number and letter referring to the sche- 
matic diagram and color, respectively. The piezoresistive change for 
each resistor was calculated with Eqs. [5] and [6] (standard (100) 
orientation) and the stress values at its locat ion. Resistors that spanned 
more than one element and/or had legs in both the x and y directions 
were divided into sections. Resistance change in each section was 
calculated individually and then added to determine total resistance 
change. Interpolated stress values were used for sections that lay near 
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grid lines. The net effect on outputs is the algebraic sum of products 
(% change) x (sensitivity) for resistors in each color circuit. The 
calculated shifts from 4 V are 139, -74, and -135 mV for R, G, and B, 
respectively. In the actual circuit the B output is chopper -stabilized to 
the brightness control voltage. This is accomplished by adjusting the 
dc value of the Y signal during the black level reference portion of the 
horizontal ret race period. As a result, the shift of one color cannot be 
detected; only offset between colors can be measured. The calculation 
predicts offset shifts of B-R = -274 mV, B-G = -61 mV, and R-G 
= 213 mV. 

Piezoresistive shifts are due to both orientation and location of 
various resistors. For example, the predominantly x and y orientations 
of 7R and 8R, respectively, contribute +214 -mV shift to the R output. 
The separation of resistors 1R, 1G, and 1B from their matching 
components 2R, 2G, and 2B contributes -86 mV to the R output and 
-112 mV to the G and B outputs. Encapsulation -induced offsets can 
also be considered as a result of mismatch between corresponding 
resistors in each color. For example, the large B-R and R-G offsets 
are mostly due to the predominately x orientation of 7R compared to 
the predominately y orientation of 7B and 7G. 

During the course of investigation, the following effects were ob- 
served: 

(1) Offsets measured at wafer probe are significantly shifted by 
encapsulation, 2(K) to 500 mV typically. 
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Fig. 6-Initial layout of critical resistors used in the color output circuit. 
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(2) Simultaneously molded devices have differing amounts of en- 
capsulation shift indicating nonreproducible stress levels or dis- 
tributions. 

(3) Thermal cycling changes offsets, but pressure cooker and bias 
life tests have little effect. 

(4) The amount of thermal -cycle -induced drift varies widely among 
devices, but the overall tendency is to change offsets toward 
wafer probe values suggesting stress relaxation. 

(5) Offsets can be reversibly changed by application of C -clamp 
pressure on the long axis of the package. 

Thermal cycling (-60 to 150°C) and C -clamp pressure were found to 
be valuable tests for detecting instabilities related to encapsulation 
stress and the piezoresistivity effect. 

Two approaches were taken to minimize encapsulation offset shifts 
and the subsequent offset drifts. The first was to rotate the (100) 
substrate by 45° with respect to photomasks to make resistors and die 
edges parallel to cubic axes. The second was to redesign critical resistor 
layout and use standard (100) orientation. For this approach all resis- 
tors were oriented in the x direction and placed in the third row of 
elements from the long die edge. Both methods reduced encapsulation 
shift and eliminated the offset drift problem. 

Table 3 summarizes data for encapsulation, thermal cycle, and C - 
clamp tests. Encapsulation shift is given in Table 3a. The data repre- 
sent the difference between the average offsets in plastic packages and 
the average offsets in ceramic packages. It is assumed that devices in 
ceramic packages are relatively stress -free. Offset shift is significantly 
reduced by the 45° substrate rotation and the redesign methods. The 
calculated offsets for the original configuration are included in Table 
3a. They are smaller than experimental results but agree in polarity 
and relative magnitude. It is believed that the major discrepancy is 
because FEM stress values are too small. An underestimation of lb 
and fl coupling coefficients and the nodal limitations of the FEM 
calculation may also contribute errors. It should be noted that offsets 
have a wide distribution approaching the magnitude of average shifts. 
In light of this fact, the agreement between calculated and average 
shift is quite good. 

Thermal cycle stability in plastic packages is shown in Table 3h. 
Offsets were measured before and after 20 thermal cycles for each 
device in the test. The data in this part of the Table represent the 
average of offset drifts. After 20 thermal cycles, all original circuits had 
at least one offset drift larger than 30 mV and most had a drift larger 
than 90 mV. None of the improved circuits failed the 30 -mV criteria 
up to 8() thermal cycles. 
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Table 3-Summary of Test Data 

(a) Encapsulation Stability: Shift from average ceramic offsets to average plastic offsets 
(mV) 

B -R B -G R -G 

Original (Calculated) -274 - 61 213 
Original -520 -172 343 
Original 45° 94 59 - 35 
Redesign - 10 - 5 15 

(b) Thermal Cycle Stability: Average offset change after 20 thermal cycles (mV) 

B -R B -G R -G 

Original 142 81 - 63 
Original 45° - 2 - 8 - 10 

Redesign I -11 - 10 

(c) C -Clamp Pressure Stability, "Typical (mV) 

B-/? B -G R -G 

Original -667 -289 378 
Original 45° 19 6 - 13 

Redesign 10 - 7 - 17 

C -clamp pressure stability is shown in Table 3c. The data represent 
typical offset changes induced by the uncalibrated hand of an enthu- 
siastic assistant. The large difference between original and improved 
devices does not warrant a sophisticated pressure application system. 

5. Conclusion 

Plastic encapsulation results in large compressive stress on an inte- 
grated circuit. Encapsulation stress can affect electrical parameters via 
the piezoresistivity effect. Bipolar/linear circuits make extensive use 
of precise resistor ratio matching and therefore can be sensitive to 
stress. Resistor ladder networks used in A/I) and I)/A converters are 
also subject to stress effects. Piezoresistivity effects are most significant 
when precise do gains and attenuations must be achieved by resistor 
matching. 

Encapsulation stress is not constant; it changes as a function of time 
and ambient conditions. This can result in drift or instability of 
electrical parameters. Encapsulation stress is not uniform from one 
package to another even if they are simultaneously molded. Attempts 
to compensate for stress effects by circuit design are often unsuccessful. 

The stress distribution on silicon die was calculated by the Finite 
Element Method. The largest stresses are compressive and parallel to 
the edges. Vertical and shear stresses are relatively small. FEM stress 
values were used to determine piezoresistivity effects on p -type resis- 
tors formed on a (100) silicon substrate. It was shown that the conven- 
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tional (100) substrate orientation is 'highly sensitive to stress because 
resistors are parallel to [ 1101 type directions. A 45° rotation of sub- 
strate with respect to photomasks results in resistors parallel to [100] 
type directions. These resistors are much less sensitive to stress. 

Piezoresistivity analysis was applied to the Chroma/Luma IC. The 
original layout design on a standard (100) substrate resulted in encap- 
sulation -induced change and instability of the RGB color output 
voltages. Instabilities were eliminated after a careful redesign of critical 
resistor layout. Fabrication of the original design on a 45° rotated 
substrate also eliminated instabilities. 

Thermal cycling and C -clamp pressure applied to the long axis of 
the package are valuable tests for detecting piezoresistive effects. 
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Proximity Printing of Chrome Masks 

Dietrich Meyerhofer 
RCA Laboratories, Princeton, NJ 08540 

Joe Mitchell 
Solid State Division, Somerville, NJ 08876 

Abstract-We have investigated the application of proximity printing to the copying of 

chrome masks used in the fabrication of integrated circuits. The images 

were produced on chrome blanks coated with various positive and negative 

photoresists. Employing a test mask with lines and spaces of varying size, 

we studied the printing process as a function of separation between master 

and print. When plotting the difference in width between etched lines on the 

print and the corresponding feature on the mask as a function of the 

separation, one observes fluctuations due to the movement of the diffraction 
peaks in the optical image. For the negative resist, the average difference 
in width is approximately constant to separations of 25 µm, while for positive 

resists it changes monotonically with increasing gap spacing. We have 

compared the measured results with calculations using a model of the resist 

exposure and development. Measured values of resist parameters are used 

in the model which produces good agreement with experiment. Calculated 

details of the resist profiles are compared with SEM photographs of the 

developed resist layer. 
These investigations show that, with a proximity gap of 12 pm, long lines 

and spaces can be well reproduced if they are 3 pm or wider. The situation 
is less satisfactory for small squares and rectangles where the corners 
become rounded before the sides change position. Good images of squares 

are limited to dimensions 5-10 pm and larger. Images in negative resist are 

less sensitive to the size of the proximity gap than those in positive resist. 

We conclude that proximity printing would be difficult to apply to mask 

replication, but that it has considerable promise for replicating 10x step - 

and -repeat reticles. 

1. Introduction 

At the present time, copying of chrome masks is done by contact - 
printing. This limits the number of prints that can be produced from 
a master because each contact printing step is likely to produce defects 
in the mask. It is, therefore, desirable to have a noncontact technique 
for duplicating masks. One of the simplest such techniques is proximity 
printing, where the photosensitive surface is separated by a few mi - 
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crometers from the master object. This imaging process is essentially 
a shadowing process, complicated by the diffraction of light at the 
edges of the patterns. The only optics required is a system to produce 
a large uniform -intensity beam of appropriate collimation. 

This paper explores the application of proximity printing to the 
replication of chrome masks. A large collimated beam from a pulsed 
xenon light source was used for illumination. The degree of collimation 
and the spectral distribution could be varied to a limited extent. The 
shape and quality of the resulting images were investigated as a 
function of the object -to -image spacing. Simple test patterns were used 
to facilitate the analysis. They consist of lines and spaces of 1 to 10 µm 
dimensions, and of squares and corners of similar sizes. 

Four different photoresists were compared for the quality of the 
images that can be produced. As shown in Table 1, they differ markedly 
in their spectral responses. ADNR II is a negative resist developed at 
RCA. It is a combination of an azid type sensitizer and a Novalak resin 
and is sensitive only in the deep UV (260 nm). In contrast to other 
negative resists, it can produce images of very high resolution, similar 
to positive resists. Of the positive resists, AZ -24001 is a diazoquinone- 
resin combination similar to AZ -1470 or HPR-204. It is sensitive in 
both the near and deep UV, with the near UV sensitivity dominating. 
PMMA2 and PBS3 are sensitive only in the deep UV at 230 and 185 
nm, respectively. PBS has not been used much as a photoresist because 
of the difficulty of operating in this wavelength region. However, we 
expect the magnitude of the diffraction effects to decrease with de- 
creasing wavelength, and be at a minimum for PBS resist. 

The large number of parameters involved in these experiments 
makes it impossible to investigate all the variations experimentally. 
Therefore, we have studied analytic models of the experiment using 
the computer program SAMPLE,' which we adapted for this purpose. 
The model is verified by comparing the calculated resist profiles with 
experimental observations. It can then be used to determine suitable 
operating conditions. 

Table 1-l'hotoresist Blanks Used for Printing 
AZ -2400 AI)Nlt 11 PMMA PBS 

Resist Thickness (µm) 1.0 0.7 0.5 0.4 
Soft Bake (minutes) 20 at 90°C 20 at 75°C 60 at I20°C 
Relative Exposure I 0.5 20 8 
Development Time (sec) 60 1(X) 91) 70 
Developer AZ-240I:H O AZ-Devel. MIBK MIAK:H20 

(1:4) (Full Str.) 
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2. Experiment 

2.1 Sample Preparation 

The test samples were prepared from Cr-coated photomask blanks 
whose flatness was determined by a Tropel Flatness Analyzer to be 
within <_ 2µm. The plates selected were covered with the resist to be 
evaluated in the usual mariner by spin coating to the required thickness 
(Table 1). The samples were softbaked for the appropriate time and at 
the temperature recommended for each resist. 

2.2 Exposure and Development 

The samples were exposed with our pulsed Xe exposure system (Fig. 
1).5 A 4 -mm source was used, which can be considered to be a point 
source for purposes of this experiment. The light falling on the object 
is approximately coherent. The pulsed xenon source has a thermal 
emission spectrum (Fig. 2). As long as the current density and, there- 
fore, the temperature are high enough, the lamp emits very efficiently 
in the deep UV. 

SPHERICAL MIRROR 

PIN POINT XENON SOURCE 

1 

1 

1 

1 

1 

1 MASTER 
1 ter -43.µm SPACER 

PRINT 

Fig. 1-Schematic diagram of pulsed xenon exposure system for copying 
chrome masks. The master and print are shown in the test configu- 
ration in which the proximity gap changes in a linear manner from 
one side of the image to the other. 
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~Transmission of 
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Fig. 2-Spectral dependence of the transmission of various substrates and 
of the output of the pulsed xenon source. The wavelength regions in 
which the resists used have their peak sensitivity are shown shaded. 
The output of the xenon source is plotted in arbitrary units for a 
current density of 3000 A/cm2. 

The master object used in these tests is a chrome -on -quartz mask 
composed of an array of "BTI, test patterns," which consist of a variety 
of simple features of various dimensions. The substrate was flat to 
better than I µm and transparent to wavelengths as short as 170 nm. 

To obtain as much information as possible, the out -of -contact ex- 
posure configuration used a wedge-shaped arrangement of object and 
image plates. The two plates touched at one edge and were separated 
by 43 µm at the other edge by a wire of that diameter. This caused the 
proximity gap to vary linearly along a row of patterns on the master. 
The position of each pattern was determined from the numerical 
pattern information used in writing the master. With this information, 
the gap spacing of each pattern was calculated. 

Exposure tests were made to determine an appropriate exposure for 
each material. Table I lists the exposure requirements for each resist 
evaluated, relative to AZ -241(. For example, PMMA required 20 times 
the number of flashes that AZ -2400 required, while ADNR-II needed 
only half the number. The PBS plates were exposed in a N2 atmosphere 
to eliminate the filtering effects of ozone on the exposing deep -UV 
radiation to which PBS is sensitive. 
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Beaker development was used for AZ -2400, AI)NR-II, and PMMA. 
The PBS samples were spin -developed and postbaked. After etching, 
all samples were stripped in Shipley AZ -1112, except PMMA which 
was st ripped in Allied Stripper No. 4 with HNO3 added. 

2.3 Analysis of Results 

The width of the resist lines was measured with an ITP electronic 
measuring system. The features investigated were groups of lines and 
spaces of 4, 6, and 10 µm width and single lines of 3 and 5µm widths. 
The measured chrome features on the print were compared with the 
dimension of the corresponding feature on the master. The difference 
between the two, 0, was recorded as a function of proximity gap. 

In analyzing the linewidth changes it was observed that the light 
(list rihution of the xenon exposure source was not uniform. An intensity 
measurement with a flash integrator sensitive to 365-nm light showed 
15i higher intensity at the center of the system than at the edges. The 
dependence on wavelength was studied by producing images in which 
the master and print plates were kept parallel at a uniform separation 
of 25 µm. 

The radial changes in linewidth under these conditions are shown in 
Fig. 3. The vertical positions of the curves are arbitrary, since the 

1.5 

1.0 

0.5 

0 

-0.5 

1 

PBS 

1 

\ / 

\ PMMA 

Niro 
ADNR II / 

AZ -2400 

1.0 ' 

-10 0 10 

DISTANCE FROM CENTER OF MASK (cm) 

Fig. 3-Radial variation in linewidth on prints made with four different resists. 
A 5-;tm space was chosen on the mask, and the width of the 
corresponding etched feature on the print was measured. The differ- 
ence is plotted here, normalized to the center of the mask. 
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absolute linewidth depends on the processing. The curve for AZ -240(1 

which is predominantly sensitive in the 365-nm region shows the 
expected dependence on illumination intensity, with smaller spaces at 
the outside of the field. In contrast to this, PBS, which responds only 
at very short wavelengths, shows much larger spaces at the outside. 
This is because the exposing radiation is partly absorbed by the quartz 
lenses. The total thickness of quartz in the center of the condensing 
system is 6.5 cm. The lenses are made of Suprasil, which at this 
thickness absorbs 30-40% of 185-nm light. Near the outside of the field 
the absorption is small, leading to increased exposure compared to the 
center of the field. In the intermediate -wavelength region, the two 
effects balance each other, so that at 265 nm, where ADNR II is 

sensitive, the light distribution appears to be uniform. 
The radial variations in light intensity can be reduced to zero at any 

given wavelength by adjusting the optical elements appropriately. In 
the present case, which is adjusted for ADNR II, the measured 
linewidth values of the other resists were corrected for the radial 
variation using the curves of Fig. 3. 

To measure finer details of the process, SEM photographs were 
made of some of the resist patterns before the resist had been stripped. 
Generally, images formed at a separation distance of 13 ¡tm were 
used for this work. 

3. Modeling 

The program SAMPLE was developed at the University of California 
to model exposure, bleaching, and development of photoresist films on 
various surfaces. Simple one-dimensional exposure patterns, namely, 
single lines, single spaces, and multiple lines and spaces, are used as 
objects. The exposure patterns and profiles are analyzed along a line 
at right angles to these features. 

We have extended the SAMPLE program to generate images pro - 

Table 2-Parameter Values Used in the Calculations 

Resist 
wavelength 

nm 
Index of 

Refraction 

Absorption 
Coefficient 

tint 

Bleaching 
Parameter 
mI/cm' 

ADNR tl 260 1.811 4.2 0.027 

A7,-2400 254 2.00 2.1 0.015 
280 1.86 5.1 0.015 
365 1.68 0.24 0.015 
405 1.65 0.33 0.015 

Chrome: Index of refraction = 2.6 + 2.0i 
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duced by proximity printing. The magnitude of the proximity print 
gap is adjustable and various illumination conditions, from collimated 
to diffuse, can be simulated. The resist parameter values used in these 
calculations had been previously measured by us. The illumination 
and resist parameters used in the calculations are listed in Table 2. 

An example of a calculated illumination pattern at the resist film is 
shown in Fig. 4. A 4-µm space on a mask separated by 10 µm from the 
resist is illuminated with parallel light. The figure shows only one-half 
of the symmetric pattern, i.e., the edge of the perfect image of the 
space would fall at x = 2µm. It can be seen that diffraction causes the 
image to he significantly distorted and that the intensity at 2µm is 
only about 20% of the incident light intensity. The illumination pattern 
is strongly dependent on the wavelength of the incident light, as the 
diffraction peaks change position with wavelength. However, at the 
edge of the ideal image, the curves almost coincide, contrary to 
expectation. Thus, we do not expect the developed line edge to show 
much change with wavelength. 

After the image is calculated, SAMPLE determines the bleaching of 
the resist layer due to exposure. Because of absorption, the light 
intensity decreases with depth. It increases with time as bleaching 
takes place. These effects are combined to calculate the amount of 

2.0 

1.5 

1.0 

0.5 

0.0 
0 1 2 3 

DISTANCE FROM CENTER OF PATTERN (µm) 

Fig. 4-Example of the calculated light distribution in the image plane for 
proximity printing. The incident light is collimated; the mask is a 

single slit of 4-µm width located 10 µm from the image plane. The 
curves are symmetric about x = O. The light distribution is shown for 
the three different wavelengths indicated. 

MASK 

Y//////////////////////.i 

365 n m 
260nm 

185 n 

4 
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E 
i 

0.0 

- 0.2 

- 0.4 

TOP OF RESIST 

ADNR II 

CHROME SURFACE 
- 0.6 ' ' ' 

0 

MASK l'/////////////i I//.i 

1 2 

X (µm) 

Fig. 5-Calculated development contours of a film of ADNR II exposed under 
the illumination conditions of Fig. 4. The mask is exposed with a dose 
of 10 mJ/cm2 at a wavelength of 260 nm. The location of the slit on 
the mask is indicated schematically. The resist thickness is 0.6 µm. 
The profiles shown are calculated after equal intervals of development 
time. 

bleaching at each point in the resist at the end of the exposure. This 
quantity determines the development rate at the corresponding points. 

The developing process is modeled by calculating the resist profiles 
after various development times using a string model. The chrome 
etch process (wet or dry) is not included in the model program at this 
time, so we simply assume that etching only takes place in the areas 
where the resist has been removed completely. 

An example of developed resist contours after illumination with the 
intensity patterns of Fig. 4 is shown in Fig. 5 for the negative photore- 
sist ADNR II with 260-nm exposure and in Fig. 6 for the positive resist 
AZ -2400 with 365-nm exposure. The profiles are shown at fi different 
development times. The values of the development times are only 
significant in relation to each other, since they may be changed by 
adjusting the strength of the developer without affecting the profiles 
appreciably. 

The shapes of the edge profiles of the two resists are quite different. 
The negative resist produces a much steeper profile when the devel- 
opment has proceeded to the nominal pattern edge than does the 
positive resist. This is because the exposure decreases with depth. 
With a negative resist, this causes more rapid development at lower 
depths leading to a sharpening of the edge and eventual undercutting. 
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Fig. 6-Calculated development countours for a film of AZ -2400 under the 
same conditions as in Fig. 4. The exposure is 25 mJ/cm2 at 365 nm. 

This argument is valid here because, unlike conventional negative 
resists, ADNR II does not swell or distort in the developer. 

The calculated image dimensions are obtained from development 
curves such as those of Figs. 5 and 6. We determined the error in 
linewidth as twice the difference, .1, between the edge of the ideal 
image and that of the bottom of the profile at a specified development 
time. 

4. Results 

4.1 Linewidths on Negative Resist Plates 

We first calculated the dependence of the widths of various lines and 
spaces on the gap spacing. We used the parameters of ADNI( II from 
Table 2. The absorption characteristics of the resin and the spectral 
sensitivity of the sensitizer combine to produce a resist with a relatively 
narrow spectral response centered around 260 nm. 'Thus the exposure 
of ADNR II with a xenon lamp can be well approximated by a single - 
wavelength illumination of the mask, as was used in Fig. 5. For the 
modeling, the resist thickness is taken as 0.7 /tm, the experimental 
value. 

The calculated , for a space of 5-Itm width is plotted as a function 
of proximity gap spacing in Fig. 7 (circles). A development time was 
chosen that caused the linewidth at a gap spacing of 10µm to have the 
nominal value. Illumination by a pinpoint source was assumed. These 
calculated values show considerable fluctuations as the gap spacing 
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changes. The fluctuations are caused by the complicated optical image 
with its diffraction peaks and valleys (Fig. 4). 

Fig. 7 also shows the corresponding measured values of .5 for ADNR 
II (crosses). The exposure was with the high -coherence small -area 
xenon source. There is a negative bias of about 0.5 µm caused by 
overdevelopment. The fluctuations due to interference peaks are evi- 
dent. They are less pronounced than the calculations predict, but show 
the same general trend. This probably means that the light source is 

less coherent than the calculations assumed. This explanation was 
tested by calculating _S for the case of a large area light source. We 
assumed that the incident light at the master formed a cone with a 
half angle of 0.025 radian. Using the same exposure dose and devel- 
opment time, we observed that the .5 values for this light source were 
similar to those of the coherent source (Fig. 7), but that the amplitude 
of the fluctuations was indeed reduced by at least a factor of two. 

When the fluctuations in the experimental data are averaged out, 
the dimension of the imaged feature remains independent of gap 
spacing to about 25 µm, an important practical consideration. In 
contrast to this, the average calculated values increase with gap spacing 
over the entire range. 

To faithfully print a complicated IC pattern, _5 must he the same for 
'features of all sizes. 'I'o determine whet her this is possible with a 

1.0 

-0.5 

1.0 

ADNR II 

10 20 30 
GAP SPACING (p.m) 

Fig. 7-Difference, .5, between the width of the developed resist line and the 
width of the corresponding space on the mask for negative resist 
ADNR II as a function of the proximity gap. The object is a 5-µm wide 
space in an opaque background. The experimental points are shown 
by the crosses, the calculated ones by the circles. For both cases 
the wavelength of the light is 260 nm and the dose is 5.6 mJ/cm2. 
The resist thickness is 0.7 ¡tm. For the calculation the development 
time is adjusted to produce the nominal line width at a gap of 10 ltm. 

40 
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proximity imaging system, we calculated 0 for spaces of 3, 4, 5, and 6 
µm; for a single 4-µm line; and for a grating of 4-µm lines and spaces. 
Identical exposure and development parameters were used for all 
cases. The results show that, for gap values from 4 to 15 µm, á is 
constant and the same for all these features. 

4.2 Linewidths on Positive Resist Plates 

The positive resist AZ -2400 was modeled in the same way as the 
negative resist. The parameters were taken from Table 2. We simulated 
the effect of the broadband xenon source on this resist by constructing 
the illuminating light out of' the four wavelenths at which the resist 
sensitivity is greatest: 254. 280, 365, and 405 nm. The resist film was 
taken to be 0.6 µm thick as in the experiment. 

The results for a 5 -pm space are plotted in Fig. 8 (circles). In this 
case 0 is the difference between the opening in the resist and the width 
of the space at the object mask. The size of the opening decreases as 
the proximity gap increases. 

Changing from a pinpoint source to an extended source and varying 
the size of the mask space produce results similar to those for ADNR 
II. For example, at 15 -pm gap spacing, the difference in 0 between a 3- 

o 

AZ -2400 

10 20 

GAP SPACING (µm) 
30 

Fig. 8-Experimental (x) and calculated (o) linewidth change, .1, in AZ -2400 
resist for a 5-µm space as a function of tie proximity gap spacing. 
For the calculation, the light source is composed of four different 
wavelengths and the total dose is 50 mJ/cm2. The resist thickness 
is 1.0 pm. 
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Fig. 9-Measured linewidth change, .1, as function of the proximity gap 
spacing for the four resists. Smooth curves have been drawn through 
the experimental points to emphasize the differences. 

µm space and a 6-µm space is almost 0.4 µm. At smaller gap spacings 
the difference is reduced. 

The experimental data for AZ -2400 are shown by the crosses in Fig. 
8. As in the case of the negative resist, the fluctuations about the mean 
are smaller than predicted by the calculations. The general trend is 
similar, with .5 decreasing more rapidly than the calculations predict. 
This makes AZ -2400 less promising for this application than ADNR II 
because the gap spacing requires more careful control. 

Similar measurements were performed on the positive resists, PBS 
and PMMA. We did not model these materials because accurate 
parameter values were not available. PMMA is sensitive around 220 
nm and has a very low absorption coefficient. PBS, which is primarily 
an electron beam resist, is sensitive only at much shorter wavelengths 
(approximately 185 nm). The measured values of linewidth error on 
these two resists are compared with those of AZ -2400 and ADNR Il in 
Fig. 9. The fluctuations were averaged out to emphasize the differences 
among the resists. PMMA shows the opposite dependence from that 
of the other two positive resists. This may he because the PMMA films 
are only lightly absorbing, so that the films were uniformly exposed 
throughout the thickness. The other two resists have larger absorption, 
causing the bottom of the films to be less exposed than the top. The 
profile is thus more sensitive to the exact nature of the light distribu- 
tion. 
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4.3 Resist Profiles 

The detailed shape of the features formed in the resist layers was 
studied by scanning electron microscopy. Profiles and cross -sections 
from one of the ADNR II plates are reproduced in Fig. 10. They show 
graphically the effect of the interference patterns on the optical inten- 
sity distribution. For example, in (d) there is some resist left in the 
center of the clear area, even though that region is under the middle 
of the line on the master. Similar images are obtained for the other 
resists. 

The experimental profiles of Fig. 10 are compared with the calcu- 

-1 

(a) 10KX (b) 6KX 

'T- 

. 
(c) 3KX (d) 10KX 

Fig. 10-Scanning electron micrographs of resist profiles in ADNR II at a 

proximity gap of 13 µm. The exposed and developed plates were 
broken so that the cross section of the features can be seen and 
measured. (a), (b), and (c) were taken on groups of equal lines and 
spaces, of widths 1, 3, and 5µm, respectively. The symmetric 
pattern repeats with a period of twice the width. (d) was exposed 
with a single line of 3-µm width on the mask. 

620 RCA Review Vol. 43 December 1982 



PROXIMITY PRINTING 

00'lI 

-02 

MASK 

MASK 
1/1/1/1 ///71 

MASK 

MASK 
0.0 J1I, I4 llA 

u stns [ SUBSTRATE 

/%r%/ ,//1/ /1/ /1/ // 
z 5 0 I 2 5 6 

K Inml 

3 4 

K Ipml 
1d1 

Fig. 11-Comparison of measured and calculated resist profiles in ADNR II. 

The four figures correspond to those of Fig. 10. The experimental 
curves (---) are derived from the photos of Fig. 10; the solid 
curves are calculated with the same parameters as in Fig. 7 and a 

development time of 10.6 sec. 

lated ones in Fig. 11. The dashed curves are copied from the cross 
sections of Fig. 10. The solid curves were calculated as before, using 
the experimental exposure dose of 5.6 mJ/cm2. The development time 
was adjusted to fit the experimental curves and was the same for all 
profiles. It can he seen that the calculations reproduce the general 
features of the interference patterns, such as the remaining resist in 

the center of Fig. 10d. A particularly striking example is the case of 
the 1-µm lines and spaces. 'I'he solid curve of Fig. 11 (a) predicts that 
the nonremoved resist lies under the line on the mask, rather than 
under the space as is required for faithful imaging on a negative resist. 
The experimental resist line falls in the same place, as is demonstrated 
in Fig. 12. The photograph shows three line -space patterns of different 
size on the chrome mask as well as on the etched chrome print. The 4 - 

and 2-µm sizes are faithfully reproduced (in opposite tone because of 
the negative resist used). However, where there were eight 1-µm spaces 
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LINE- AND SPACEWIDTH 

Fig. 12-Photomicrographs of the mask and the chrome print of patterns of 
equal lines and spaces. The linewidths are indicated on the figure. 

on the mask, there are only seven chrome lines on the print, i.e., the 
lines lie under the lines on the mask, as shown in Fig. 11 (a). 

The calculated locations of the peaks and valleys are somewhat 
different from the experimental ones. This is due either to the prox- 
imity gap differing somewhat from the nominal 12.5-µm value or to 
some approximations used in the model. The experimental patterns 
also show a "lower contrast" than the calculated ones, due to less than 
complete coherence of the illumination. 

5. Two -Dimensional Patterns 

So far, this investigation has been limited to one-dimensional features 
because of the limitations of the modeling calculations, particularly for 
the resist development step. Experimental results of imaging square 
features are shown in Figs. 13 and 14. Fig. 13 contains photomicro- 
graphs of squares and line -ends of 3-, 5-, and 10-µm dimensions imaged 
into AI)NR II with a 12 -um proximity gap. The shapes of the resist 
profiles show good qualitative agreement with the calculations and 
measurements of L. K. Whites The l0 -µm features are reproduced 
with good fidelity, while 5-µm features show some rounding of the 
corners. For 3-µm features, the shape changes completely. 

Fig. 14 compares results for 10-µm squares for the two positive 
resists PMMA (sensitive at 220 nm) and AZ -2400 (sensitive at 365 nm 
and beyond) for three different proximity gap values. PMMA produces 
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3µm LINES 
AND SQUARES 

. a a . 

rIrI.IIIiiI 

5µm LINES 
AND SQUARES 

10µm LINES 
AND SQUARES 

Fig. 13-Photomicrographs of 3-, 5-, and 10-µm squares on the chrome 
print. The proximity gap measured 12 µm, and the imaging was 
done in ADNR II resist. 
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Fiig. 14-Comparison of the resist profiles of 10-f1m squares in two different 
positive resists and at three different gap spacings. The peak 
sensitivity of AZ -2400 is at 365 nm and longer wavelengths, while 
PMMA is only sensitive in the 220-nm region. 

patterns with better fidelity, particularly at the smaller gap values, as 
is expected from the wavelength difference. 

6. Conclusions 

We have investigated the technique of out -of -contact proximity print- 
ing of chrome masks and have measured the images of long lines and 
spaces and compared them with the predictions of the SAMPLE 
calculation. We have also presented some images of two-dimensional 
features. 

We find that lines and spaces as narrow as 3µm are well reproduced 
by proximity printing with gaps between 12 and 25 µm. The negative 
resist Al)NIt II produces images of linewidths that are less sensitive 
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to variation in gap -spacing than those produced by the three positive 
resists. This is important, because nonflatness of the substrates will 
cause the gap spacing to vary over the image. Two-dimensional fea- 

tures are less well reproduced than lines and spaces. The smallest 
squares that are well -imaged are between 5- and 10-µm size. 

This means that it is unlikely that proximity printing will be applied 
to copying the Ix masks required for IC generation. However, this 
technique is satisfactory for duplicating 10x reticles for step -and - 

repeat printers. The resolution of these printers is about I µm for lines 

and spaces and 1.5µm for squares. The 10 -times -larger features on the 

reticles can he well replicated by proximity printing. At present, reticles 

cannot be copied because contact printing introduces too many defects. 

While Al)NR II is the preferred resist for imaging, any of the positive 
resists will a so produce adequate images for reticles if changing the 

tone of the reticle is undesirable. 
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Real Frequency Broadband Matching 
Using Linear Programming 

B. S. Yarman 
RCA Laboratories, Princeton, NJ 08540 

ABSTRACT-The real frequency technique for single matching problems is imple- 
mented employing linear programming. A computational procedure is 

suggested to approach an optimum design, and computer experiments 
are performed to investigate the nature of the technique. Different ver- 
sions of the technique are given for application to bandpass problems. 
Realizability aspects of the method are also discussed. It is shown that 
the advantage of using linear programming together with the real fre- 
quency technique is that of embedding realizability and design con- 
straints in the computer algorithm as a set of linear inequalities. Examples 
are presented to show the application of the technique. 

1. Introduction 

In the design of communication networks, a fundamental problem is 
to realize a lossless network between a given source and load so that 
the transfer of power is maximized over a prescribed frequency hand. 
The source network can be represented by an ideal voltage generator 
with a series impedance given by Thevenin's theorem. In some cases, 
the source impedance is a pure resistance. In this paper, we refer to 
power transfer from a resistive generator to a complex load as "single 
matching" and from a complex generator to a complex load as "double 
matching." 

In 1977, a new numerical approach known as the real frequency 
technique, was introduced by Carlin' for the solution of single -match- 
ing problems. The real frequency technique utilizes real -frequency 
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(measured) data bypassing analytic gain -bandwidth theory. Neither 
the equalizer topology nor the analytic form of a system transfer 
function are assumed. They are the result of the design process. 

The heart of Carlin's approach resides in generation of the positive 
real (PR) input impedance Z4(jw) = 14(w) + jX,,(w) looking into a 

lossless matching network with resistive termination. Let the load 
impedance be 7,,,(jw) = RL(w) + jX,,(w), then the transducer power 
gain is given by 

4X4(w)Rdw) 
T (w) 

114(w) + 1>'i.(w)12 + I X,,(w) + XL(w) I2 

Once the impedance of the device ZL(jw) is given, T (w) depends only 
on K4(w) and X4(w). If we assume that the unknown impedance Z4(jw) 
is a minimum reactance function, then X4 (w) can be related to 14(w) 
by Hilbert transformations.'s In Carlin's approach, the complete prob- 
lem is solved in two steps. First, K,,(w) is described as a set of linear 
combinations of unknown line segments and, assuming Z4(jw) is 

minimum reactance, X4(w) is written as the linear combination of the 
same unknown line segments. These straight line segments are com- 
puted in such a way that the transducer power gain is optimized. The 
second step is to approximate Z4(jw) by a rational function; then 
Z4(jw) is synthesized as a lossless network with resistive termination. 

In this paper, Carlin's real frequency technique for single -matching 
problems is implemented employing linear programming. For details 
of the real frequency technique, which are not included here, the 
reader is referred to Ref. [ 1 I. 

2. Real Frequency Technique Using Linear Programming 

Linear programming is by far the optimization technique in widest and 
most general use." The basic concept is that, given any feasible 
solution X0 to a nonlinear programming problem, a linear program can 
he constructed by expanding each nonlinear function in a taylor series 
about X and ignoring higher order terms.2 In many optimization 
problems, linear programming has been used as a search technique to 
minimize nonlinear functions without having to evaluate the deriva- 
tives.' In this paper, however, we preferred to linearize the objective 
function, since the derivatives from the previous iterations supply 
significant information. 

\Ve have applied the linear programming technique to the following 
cases: 
(1) computation of line segments to optimize transducer power gain, 

and 
(2) approximation of line segments by rational functions. 
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An efficient solution to linear programming problems can be ob- 
tained by the simplex (or revised simplex) technique of Dantzig.6 Here, 
we employ the modified revised simplex technique.'" 

2.1 Computation of Driving Point Input Impedance (Zq) of Resis- 
tive Terminated Equalizer by Line Segments to Optimize Trans- 
ducer Power Gain (TPG) 

Having chosen the break points R,; as unknowns, the TPG can be 
expanded in Taylor series in the neighborhood of a given initial guess 
vector Ro* 

= 

where 171 is the number of unknown break points. Let Z,, he the 
unknown driving point impedance of the resistive terminated equalizer 
and assume it to be minimum reactance. Then, on the jw axis 

Z,(jw) = R4(w) + iXq(w), h la] 

the load Z1. 

Zi. = R,.(w) + jXL(w) 1-1bI 

and T1'G is 

T-4 
(R4 + R1,)2 + (X + Y/ )2 

T(w, Ro) +aT (>')T (R- Ro) +.... 

R4R1. 

Neglecting the higher order terms, T is linearized as 

T (w, I?) = T (w, Ro) + bT(w, R0)(1? - Ro) 

where 

h(w, Ro) - 
í1/t 

c3T (w, R) 

n, 

[2 

13I 

14] 

is the gradient vector. Let Go be prescribed as the flat gain level; then 
one defines the deviation from Go as 

Ow, N)=T(w,R)-G,,. 151 

Vector R was used as the unknown vector. It consists of the break points of R,(4.1) 
and, generally, the last oreak point is fixed at zero. 
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Let e be the maximum of e(w, R) over the prescribed frequency band 

e= max le(w),R)1; co; E.5B. 16] 
i 

Observe that 

e > 
1 e(wi, R )1 

which can he written as 

e >- e(wi, R) 

e <_ -e(wi R). 

[71 

I8a] 

I8hl 

The following problem can he set up. Let Z = e = maxi e(wi, R)I be 
the objective function to be minimized subject to the constraints of 
Eq. [8], where e is also considered an unknown. Then the linear 
programming problem can be formulated step by step as follows: 

1. Linearize TPG T (w, I?) in the neighborhood of R0, 

T(w,R)=T(w,R0)+bT(w,R). R, 

where AR = R - Ro and 

br(w, Ro) = b1(w)b2(w) 14.(c011 = gradient vector. 

2. Define the deviation from the given flat gain level Go over the 
sampling frequency chosen in the passband, 

ei = e(wi, R) 

=T(w,R)-Go [9] 

=fi+ E bikrk,j=1,2,..,n. 
k 1 

Here 

= T (w, Ro) - E bü,rok - Go Ho] 
r-1 

bik = 
aT (w), R) 

ark. 
at R = Ro [11] 

where rok. = components of initial guess vector Ro >_ 0, rk = components 
of unknown vector R >- 0, n is the number of sampling points in AB, 

and ni is the number of breakpoints, which are chosen as unknowns. 
3. Define maximum deviation from Go 

e= max le(wi,R)I 0 EAB, 

as the objective function. Then the primal form of linear programming 
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is written to minimize the objective function Z: 

7,=e 

subject to the constraints 

e- bikrk>f 
k=1 

e + L blkrka-fl 

1131 

such that unknowns e, rk >_ 0, where k = 1, 2, , in and j = 1, 2, 
n. 

In this presentation, there are (in + 1) unknowns and 2n inequalities. 
Generally, the number of sampling points n is much greater than the 
number of unknowns (in + 1). Therefore, it is more efficient to solve 
the dual problem. 

It is crucial to point out that the above programming requires all rk 
to be positive. Hence the physical realizability of the input impedance 
is built into the formulation of the problem. 

One of the most efficient algorithms to solve Eq. [ 121 is the revised - 
simplex technique. It requires all the unknowns to be positive, which 
is a unique advantage compared to nonlinear optimization techniques. 
For this reason, it is preferable in many applications even though it 
may require more computations. 

Before formulating the dual -problem, we will write the primal prob- 
lem in the matrix form. It will then be easier to set up the dual problem 
just by taking the transpose of the matrices. 

2.2 Primal Form of Linear Programming 

Based upon the previous presentation and notation, we summarize the 
primal problem in the matrix form. Let e be r, the maximum deviation, 
which is also chosen as an unknown, i.e., e = r. Denote the new 
unknown vector (including r) with R,,,+1: 

Rr i,+u = (r, r1, ... r,,,), [ 141 

where the index (in + 1) shows the number of components in R. 
Hereafter, similar notations will be employed to indicate the dimension 
of vectors or matrices (e.g., A, = Matrix A having n rows and in 
columns). Also index p and d will be used to denote the variables for 
primal and dual problems, respectively. 

The objective function for primal problem is 

Z,, = Cr-R1, + n [151 
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to be minimized subject to the constraints' 

D2,,.I,,,+nR(,+1) > Fy, 

with rk>_O,k=0, 1,2, ,m, where 

CST = (1;0nt7) 

0,T= (0, 0, 0) 

= [U,_ 
_B, 1 

U = (1, 1, . . 1) 

=lb¡k11, = 1, 2, ... ,m 
a7' (co., R) h;k= atR=Ro 

ark 

F' n = 1 n {{''¡ F7{]' 

FT = ((1, /'L, , 

f =T(wJ, Ro) - Y biklbk - Go 
k-1 

2.3 Dual Form of Linear Programming 

1161 

It can be shown that the solution to the set Eq. [161 may also be 
obtained by solving the following dual problem.`r The objective func- 
tion Zs is 

Td = CdT X'ln, 

to be maximized subject to the constraints 

1171 

A,rX2 <_ B,, 1181 

with X. > 0, i = 1, 2, , ,t where X2,, is the unknown vector, X1 is the 
component of the unknown vector, and 

Cd = F.,, 1191 

Ad=D'= UT' U '. 
B. -- 

.,, [20] 

= C,,. [21] 

Superscript T indicates the transpose of a vector or matrix. 
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Having computed the unknown vector X from the dual problem, an 
optimal solution to the primal problem can easily be computed. In the 
dual problem, optimal feasible solution X should have the first (nr + 1) 

component different from zero, and the last 2n - (nr + 1) component 
should be zero. If A(,, +u.o,,+n, R,+1 and F,+1 are the corresponding 
matrices to optimal feasible solution at the last iteration, the solution 
to the primal problem is 

= AI,+n.U+111' m+1, 

ith 

ro=4,=7,,1. 

1221 

1231 

Nevertheless, the dual and the primal solutions to the linear pro- 
gramming are efficiently computed along with the numerical work. 

2.4 Uniform Approximation of a Given Flat Gain Go 

In the previous section, the linear programming was set up such that 
the maximum deviation e from the flat gain level Go was minimized. 
This approach leads to a uniform approximation of Go in the passhand. 

The least square approximation of Go has the disadvantage that it 
may miss such details of the data as a spike of short duration. Uniform 
approximations do not suffer from this problem, but may' require more 
computational effort. Whether or not this additional cost is justified 
depends on the application. 

A simple example will be given to illustrate the use of linear pro- 
gramming in the computation of line segments vis-a-vis the uniform 
approximation of Go. 

A resistive generator is matched to an R11 C load with I? = i, C = 5 

(Fig. i). The input admittance Y,, of the resistive terminated equalizer 
was computed using the line segments, so that a given flat gain Go is 

uniform by approximation. Seven break points are dist ributed between 
coo = 0 and w,. = 1.1, (0, 0.2, 0.4, 0.6, 0.8, 1, 1.1). The revised simplex 
technique was used to compute the six unknown break points in the 
passhand (w = 0, w,. = 1). Passband (coo - we) was divided into five 

Fig. 1-Conceptual matching of an R 11 C load. 
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Table 1-Performance of Equalizer in Fig. I (Using Revised Sim- 
plex Technique) 

Maximum Gain: 0.7 

Minimum Gain: 0.681 

Ripple Factor .5: 0.0279 
Gn,. 

(;min 

equal intervals to carry out the computations. Performance of the 
equalizer is shown in Table 1 and break points are plotted in Fig. 2. 

2.5 Rational Form of the Input Impedance 

2.5.1 Approximation of Line Segments with Rational Functions 

The simplest form of the real part of the input impedance (R4) is given 
as 

R,,(or G,) - 1 ; '(w2) > 0, E24 I P (wi) 

where P (Le') is a positive even polynomial. This form of R,1(w2) 

corresponds to a lossless LC lowpass ladder terminated in a resistance. 

Gq(w) 

3.0 

x 

2.0 

1.0 

0 1 I 1 

N 
0 0.2 0.4 0.6 0.8 

x- w 
1.0 1.1 

FIXED 
BREAK FREQUENCIES 0.0 0.2 0.4 0.6 0.8 1.0 11 

COMPUTED 
BREAK POINTS FOR Gq 

34758 3426832745 2 9913 2 5512 16511 00 

Fig. 2-Plot of the conductance curve Ga of Fg. 1. The computations given 
were carried out using revised simplex technique for the approxima- 
tion of Go. 
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For given data points (e.g., line segments for R,,), coefficients of 
polynomial P(w2) can be computed via revised simplex. Let 

P(w2) = X0 + X,w'- + ... + X,w2m 1251 

where X;, is the unknown coefficient to be determined. 
Since P(w) is strictly positive, the coefficients X and X, have to 

be positive too. This is necessary but not sufficient for P(w2) to be 
positive. For many practical cases, it may be sufficient to force (X0, 
X,) > 0 to make P (w2) positive.* However, no sign restriction is 
imposed on the rest of X except P (w2) is positive. 

It is important to note that simplex or revised simplex algorithms 
require nonnegat ive unknowns in the format ion of the problem. 'There- 
fore, when the coefficients of Eq. 1251 are computed, they have to be 
expressed in terms of nonnegative variables. The following outline may 
be followed to set-up the linear programming problem. 

1. Let P(w`)= V \',_ ' 

2. Define error function e(w;) 
e(w;)=e; 

e, = P(w.,2) 
R,,(w)) 

3. Define objective function Z 

Z= max 1e(w,)I=e 

4. Set-up the unknown vector 47 with 

Xe>0 

X,>0 
Y;=u;-u;,i= 1,'2, .. , (ni - 1) 

where (iii, i';) , O. Then 

W = le, X0, u1, U2, ... l(, -I, u , v2, ... u,,, X, I 

1 

= 10, U',, U'9, U'3, 1['a, Ue¿m+l, 

5. The primal problem can he written as the objective function Z = to, 
to be minimized subject to constraints 

u/Iei }ywi.EJ13. 
iv, -e¡ 

' So far this has been the case for all the low-pass and some of the bandpass problems 
solved using real frequency techniques. 
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with wk , 0, k = 1, 2, (2m + 1), where 

m-1 m-1 

eJ= E u,w2i E 
r=I i 1 

+ z, Xo + X,w2, { 1 

= W,+W3c02+W4W4+ 

+ W2m+ICJ2(m-I) + W 
2m 

2m+2w 
{R(wi)} 

In the matrix form, the objective function Z = CTW is to be 

minimized subject to constraints A W ? F where 

Ry(wi) 1 

CT = (1102,+1) 
, 

_ (1,0,0, ,0) 
A = , - I' ' Al l t = 1, 2, .. (n1 + 1 ) U ¡l 

F=[FT!-GFT 1,F_lib f4, ,Iii 
1 

(AT = (1, 1, 1), f'-Rv(wi) 

Having set up the primal problem in matrix form, it is more efficient 
to solve the dual problem, since the number of sampling points (n) is 

much greater than the number of unknowns (2m + 2). 

2.5.2 Uniform Approximation of Flat Gain Go When the Input Imped- 
ance (or Admittance) is a Rational Function 

The procedure that may be followed for this case is very similar to the 
one explained in Section 2.1. Combining Sec. 2.5.1 with Sec 2.1, the 
following set-up may be proposed to approximate the TPG uniformly 
about the given flat level Go. For this case, the real part (R,,) of the 
driving point impedance of the equalizer is chosen as a rational function 
and the unknowns of the problem are the coefficients of Rq(w2). The 
imaginary part X,, of the input impedance is generated by the line 
segment technique, i.e., rational R,,(w2) is sampled by a reasonable 
number of line segments. Then the same line segments are used to 
generate X,,()). This procedure avoids the generation of the analytic 
form of the input impedance Z,, (j(a) in the course of optimization. The 
objective function Z,, = C,,TW is to be minimized subject to the 
constraints A,,W 3 FP. W is defined as in the previous section and 

!, T _ !vT i CT 
,, 1.rn+l m+l 1, 

Cm+l = (1, 0, . ., 0) = (1 OmT), 
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F,o=[F,,T -F'], 
r U 1-B,1 

A'r L 

UT=(1,...,1), 
aT(wi, x) B, = ax, - 11)01, at X = Xo 

F=(f1,fz,.!,) 
j=f(w,)=T(w (-aT) Xo)-G- ax 

T 

Xo, 

\o 

X = unknown vector 

X = initial guess to X. 

ql = degree of polynomial P,,,(2), which is written as 

Ry (W2) = 1 i (w2) = XO + X I w2 
Pm(c02) 

where n is the number of sampling points over the prescribed pass 
band. 

2.6 Dual Problem 

As was pointed out in the previous sections, it is more efficient to solve 
the dual problem as follows. The objective function Z,, = C,1TY is to be 
maximized subject to the constraints Ad Y , F,, such that y, O. Here 

Ad=A,,T 

C,,= F,,T 

F,, = C,,T 

Y = unknown vector 

The solution to the primal problem can be computed using Eq. [221. 

2.7 Comparison of Uniform and Least Square Approximations 

As an example, 3 -element lossless equalizers were constructed for RCL 
Load (Fig. 3) such that the transducer power gain was optimized for a 
given flat gain Go employing the following techniques: (1) approxi- 
mation of Go in the least square sense" and (2) uniform approximation 
of Go using revised simplex. For both cases, the real part of the 
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L=0.55 

R=1 

LOAD 

Zq=Rq+iXq 
MINIMUM REACTANCE 

Fig. 3-Circuit topology of the 3 -element lossless equalizer. 

minimum reactance input impedance (Ro) was chosen as 

z xo 
R [26] y(w l 

1 +.rtw2+x2w4+x3ws 

Along with the computations, the imaginary part of the input 
impedance (X,,) was generated using the line segment technique over 
200 points between too = 0.0 and We = 5. Final element values and the 
performance of the equalizers are summarized in Table 2. 

3. Optimum Matching" 

In broadband matching, when a complex load is to be matched to a 
resistive (or, in general, a complex) generator by a lossless equalizer, 
the major interest is focused on the passband gain. The best perform- 
ance requires that minimum passband gain be as large as possible. 
Accordingly, in this paper, the following optimum gain -bandwidth 
criterion by Carlin is used. 

Let ni he the order of the matching equalizer, where ni is equal to 
the number of energy storage elements in the equalizer. For a given 
order of ni and given passband, the equalizer with optimum gain - 
bandwidth response is the one with maximum value of minimum gain 
in the passband. Note that, in this definition, a pair of perfectly - 
coupled coils is counted as one energy storage element. 

Based upon the above definition, it was shown that, in contradiction 
to Refs. 1121415], the equalizers constructed from analytic gain -band- 
width theory using Chebyshev polynomials are not optimum. 

Table 2-Element Values and Performance of 3 -Element Equalizer 
Constructed Using Revised Simplex and Least Square 
Optimizations 

C, H. G r 

Revised 
Simplex 

5.28 0.512 2.7 0.347 0.684 0.0811 

Least 
Square 

5.31 0.552 2.54 0.372 0.697 0.093 
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In this section using the optimum gain -bandwidth criterion, a simple 
numerical procedure is given to search for the optimum design. The 
procedure was implemented for the real -frequency technique. 

The first step is to linearize the gain function in the neighborhood 
of a given initial guess xo (as was the case for the uniform approxima- 
tion of Go). Then the objective function Z is defined as the minimum 
gain over the passband. Hence one maximizes the minimum gain. Let 
R4 ((.02, x) be defined as in Eq. [24]. The transducer power gain is 
linearized in the neighborhood of a given initial guess xo. Then the 
following steps may be used to set up the linear programming problem: 
(1) Linearize the transducer power gain: 

(-aT 
T 

=T(w, xo) + áx. [27] 
í1.Y 

(2) Define the objective function Z as 

Z = minimum of T(w, x) >_ 0, [28] 

which is to be maximized subject to the constraints minimum of T (w, 
x) x). 
(3) Primal Problem: Let G,; = minimum of T(w, x) in the passband. 
The objective function 

[291 

is to be maximized subject to constraints 

Gm; xo) +hT(wi)(x-xo) 

G,r?Go 
where Go is the restriction on the lower bound of gain, Gm;n and the 
components of vector X are the unknowns, and áB is the prescribed 
passband. 

We write Eq. [291 in the matrix form. The objective function 

h = CpT.Y 

is to he maximized subject to constraint 

ApX?F,,, 

where 

XT = (G,,, , , Xo, xi, - X,) the unknown vector 

CpT = (I :0m+1) 

Ap = l-Up Bn,(m+Ill 

Fp = , /'2r ... T ¡ ¡ 
{' (¡1 
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T(w) 
Gmax 

Gnu =UPPER BOUND, Go=LOWER BOUND 

-Tmax _--, 
Tmin i 

J 

0 Go<T(w)<_Ginn wc 
w 

Fig. 4-Flat upper and lower bounds forced on the transducer power gain in 

the passband (0 w (cc). 

f = bT(wi)Xo - T(wi, Xo) 

b r(w) ) - aT (wXX ) T = (h01, b,i, . . b,;) 
xo 

=Ihki],1 = 0, 1, 2, ,m and j=1,2, ..,n. 
The same problem can be set up to solve the unknown vector AX in 

Eq. [27] with 

Xo+AXo>_0 

X+ AX >_0 

and the constraints of Eq. [29]. This increases the number of inequal- 

ities, but the difference between the solutions is not noticeable. 
Note that in the above formulation, it is also possible to impose an 

upper bound on the gain function over the prescribed frequency band. 
This idea can he implemented by adding one more set of inequalities 

to the conditions of Eq. [29]: 

G(wi, X) Gmax, w; E AB 

where Gm. is the desired upper bound. Hence within the range of 

specified lower and upper hound (or, for a specified ripple factor or 

less) it is possible to maximize the minimum gain (Fig. 4). 

It is important to point out that, in order to find the optimum 
solution for the above set up, it is essential to start with a reasonable 

Table 3-Element Values of Fig. 5 for Chebyshev and Real Fre- 
quency Equalizers 

Equalizer C, G: C, L. R 
Real Frequency 6.3588 0.5581 5.9547 0.3647 0.2144 
Chebyshev 5.6618 0.59027 4.631 02992 0.31933 
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Ege 

L=0.55 

L I 

C3 C1 - I 
T T, 

105 

I LOAD 

Zq'Rq+jXg 
MINIMUM REACTANCE 

Fig. 5-Circuit topology of 4 -element real frequency equalizer. 

initial guess Xo. A initial guess to this problem can be obtained either 
from line segment solut ion or from any other nonlinear opt imization 
program that computes .1X or vector X. 

As an example, for an RCL load with R = 1, C = 5, and L = 0.55, a 
four element "real frequency equalizer" was constructed using the 
numerical procedure just described. It yields an almost optimum 
solution so far as the definition of the optimum gain -bandwidth criter- 
ion is concerned. This result is compared with the four -element Che- 
byshev equalizer of analytic theory.'"* The results are shown in Table 
4 and the element values of the equalizer (shown in Fig. 5) are listed 
in Table 3. Gain plots of the equalizers are shown in Fig. 6. 

As can be seen from the tables and plots, the optimum solution of 
real frequency is better than the Chebyshev equalizer. Using the real 
frequency technique for finding the maximum of the minimum, mini- 
mum gain was significantly improved while the ripples were smaller in 
the passband where the passband was chosen from wo = 0 to we = 1. 

4. Study of Ripples 

In the previous section, a numerical procedure was presented to 
approach the optimum solution for specified lower -upper bound of the 
gain in the passband. This optimization scheme leads to the idea of 
construction of the real frequency equalizers such that, for any fixed 

= (G,,,,,.r/G,,,,) -1 the minimum gain in the passband is maximized 
or that, for any specified minimum of the gain, z is minimized. 

Table 4-Comparison of 4 -Element Chebyshev and Real 
Frequency Ladder Equalizers 

= (G,xx/Gmin) - I 

Real Frequency Chebyshev 

0.646 0.582 
0.754 0.828 
0.167 0.423 

The Chebyshev equalizer was constructed using formulas given by Levy.'2 
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1.0 

0.8 

0.6 

0.4 

0.2 

0.0 
0.0 0.4 0.8 1.2 1.6 2.0 

Fig. 6-Performance of the matched networks of 4 -element equalizer: curve 
(a) equal ripple response and curve (b) real frequency response. 

In this section the relation between the ripples and the minimum 
gain in the passband has been studied numerically. Results show that 
it is possible to construct a real frequency equalizer with the following 
attributes, 
(1) For any fixed .1, the minimum gain in the passband is maximized. 

That is to say, the real frequency technique offers almost 
optimum equalizer for any fixed á; or 

(2) For specified minimum gain in the passband, the ripple factor .1 is 
minimized. In other words, for fixed lower bound, the largest 
peak of the gain is minimized. Thus, the real frequency tech- 
nique offers the equalizer with the smallest ripple for any fixed 
lower hound of gain in the passband. 

In the following experiments, as the minimum gain in the passband 
was swept, the corresponding .5 was minimized so that the relation 
between the minimum gain and the ripple could be traced numerically. 
All the computations have been carried out using linear programming 
with the revised simplex algorithm. 
Experiment 1: For R H C load (R = 1, C = 5), the input impedance of 
the resistive -terminated equalizer was computed using the line seg- 
ment technique such that, for different fixed lower bounds of the gain, 
the ripple factor was minimized. Hence, the relation between the 
minimum of the passband gain and the ripple factor á was examined. 
For this experiment, seven break frequencies were fixed (0, 0.2, 0.4, 0.6, 

0.8, 1, 1.1). Minimum susceptance design was preferred. The result of 
the experiment is shown in Fig. 7. 

As shown in the figure, G,,,;,, = f(0) has two branches for á < 0.3, 
which means that as the minimum gain increases, the ripples become 
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0.2 
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0.2 0.4 0.6 0.8 1.0 1.2 1.4 

Fig. 7-Plot of Ge,;,, versus .5 using Fig. 1. 

smaller. Also, it is possible to construct equalizers with small ripples 
for fixed lower gains. For 0 > 0.3, G,,,;,, reduces smoothly. With this 
choice of break points, the optimum solution of the real frequency 
technique gives G,,,;,, = 0.682 and A = 0.04. 
Experiment 2: Here, experiment 1 is repeated for RCL load (R = 1, C 
= 5, L = 0.55). The same seven break frequencies were fixed. Break 
points of the line segments were computed such that, for fixed mini- 
mum of gain, ripple factor A was minimized over the prescribed 
frequency band. Minimum reactance design was preferred. The nu- 
merical relation between the minimum gain and á is shown in Fig. 8. 
In this case, an almost optimum solution is obtained for G,,,;,, = 0.643, 
á = 0.141. 
Experiment 3: In this experiment, using the same RCL load as exper- 
iment 2, a four -element, low-pass real frequency equalizer was con- 
structed. As in the previous examples, the ripple factor 0 is minimized 
for fixed lower bounds of gain. The result obtained in this experiment 
is very similar to that of Experiments 1 and 2. Fig. 9 shows G,,,;,, versus 
á. The best result obtained with this low-pass ladder with monotone 

IGmin 
0.7 

0.6 

0.5 
0 0.1 0.2 0.3 0.4 0.5 

Fig. 8-G = f(..). The line segment solution for the equalizer to RCL load with 
R = 1, C = 5, L = 0.55. 
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Gmin 

0.7 

0.6 

0.5 
0.1 0.2 0.3 0.4 0.5 

Fig. 9-Gm;n versus .5 for the four -element real frequency equalizer, con- 
structed for RCL load with R = 1, C = 5, L = 0.55. 

roll -off is Gn,in = 0.646, 0 = 0.168. This is almost the optimum solution 
that the real frequency technique can offer. 

5. Design of Bandpass Equalizers 

In this section, an organized procedure will be described for designing 
bandpass equalizers via the real frequency technique using linear 
programming. Examples will also be presented. 

5.1 Line Segment Solution 

The first step is the computation of line segments to design the real 
frequency bandpass equalizers. Here, the algorithm given in Sec. 2 is 
used; however, for the bandpass problems, the choice of the line 
segments is a slightly different from the low-pass cases because of the 
zeros of transmission at dc (i.e., w = 0). There are several possibilities 
for representing the real part of the input impedance (Rq) of the 
resistive -terminated equalizer: 
(1) Lou, Pass Input: 
If the load has the zero of transmission at w = 0, then it may be 
sufficient to consider the real part of the input impedance R,, as having 
no zeros of transmission at dc.* In this case, the line segments for Rq 

will be chosen as they were in the low-pass design. 

(2) Bandpass Inputs: 
No matter what the load (whether it has zero transmission at dc or 
not), the line segments for Rq (w) can he chosen so that beyond the 
passband frequencies, 14(w) goes to zero as shown in Fig. 10. In this 
case, end points of the line segments are strictly fixed at the zero level 

If the load does not have any zero of transmission at dc, then one may want to extract 
a reactive element from the equalizer (either a series C or a shunt L) so that a zero of 
transmission is introduced at dc. This element can be considered as part of the load. 
Hence the idea of low-pass input follows. 
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Rq (w) 

/R3 

R2/ 

RI/ 

WI w2 W3 
wo 

(b) 

Fig. 10-Bandpass choice of the break points for the real part of the input 
impedance (R0) of the resistive -terminated equalizer: (a) low-pass 
input; (b) bandpass input. 

(i.e., RI = 0, R = 0). The fixed break frequencies of the end points 
control the sharpness of the roll off in the stop band. Note that in this 
solution, input impedance Z,, to the equalizer should be minimum 
reactance or minimum susceptance. 
(3) Element Extraction with Bandpass Input: 
There are some cases for which the input impedance to the equalizer 
is neither minimum reactance nor minimum susceptance. The two 
possible cases are shown in Fig. 11. These input impedances are often 
encountered in the design of bandpass equalizers, since different com- 
binations of L and C elements are possible in the circuit topology. In 
this case, a reactive element can be extracted from the equalizer 
yielding the minimum -reactance (or minimum-susceptance) input 
impedance Z,, for the rest of the equalizer. In Fig. l la, a series capacitor 
C., is extracted from the equalizer so that the input impedance Z,, to 
the equalizer is minimum reactance. Similarly in Fig. lib, a shunt 
inductor L, is extracted from the equalizer so that the input admittance 
Y,, is minimum susceptance. In Fig. 11, the extracted elements intro- 
duce a zero of transmission at dc. However, there may be cases where 
the extracted elements introduce zero of transmission at finite fre- 
quencies or at infinity. Clearly the type of extraction depends on the 
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Zq= MINIMUM REACTANCE, 
BANDPASS INPUT 

L1 C2 

MINIMUM SUSEPTANCE, 
BANDPASS INPUT 

Fig. 11-Typical examples to the bandpass equalizers for which the input 
impedance is neither minimum reactance nor minimum suscept- 
ance. 

load and the design specifications. Nevertheless, for most applications, 
it is sufficient to extract the reactive elements that introduce the zero 
of transmission at dc. 
(4) Low -Pass lo Bandpass Transformations: 
If the given load is analytic and simple enough, it is possible to find 
the low-pass equivalent form of the load. Then one can solve the low- 

pass problem via the real frequency technique. Finally, the design is 

completed by using the low-pass to bandpass transfot mat ion. Since 
the number of low-pass prototype elements should he doubled in the 
final bandpass equalizer, this procedure is not a favorable one. 

5.2 Rational Approximation of Line Segments for Bandpass 
Problems 

The second step of the design procedure is the approximation of the 
line -segment solution. If the line segments go to zero, which is the 
typical case for bandpass problems, then the general form of the real 
part of the input impedance R,, (W2) (or G I W' I) is 

xo W 
2k 

Ry(W1) _ 
1 +.t']W2+.t'2W4++ ....IW'2n 

or 

Rq((.02) 
x 

W 
-2k + X W2t-k) + . .. + X rt (02(n- k) 

1 

1301 

131) 
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Here, the numerical problem is to determine the coefficients of Rq(w2) 
such that Rq (w2) > Odw and Rq (w2) is the best fit to the line segment 
solution R. 

Clearly, the algorithm introduced in Sec. 2.5 can also be used here 
with slight modification. It should be noted that algorithms introduced 
previously do not guarantee that Rq (w) is positive over the entire 
frequency range -a < w <- co. In this case, one may want to employ a 
constraint optimization routine that guarantees R,, (w) >_ O. Use of a 
constraint optimization program is time consuming and may not yield 
satisfactory results. However, the following algebraic procedure over- 
comes the difficulties due to realizability. 

A numerical -algebraic procedure is proposed to construct the non - 
negative polynomials and approximate the line segments by rational 
functions. 

Let PA (w) be an all -degree polynomial in w, i.e., 

PA(44=a+a1w+ -anwn. [32] 

Let us define the nonnegative polynomial P(w2) as 

P(w2) 
PA2(w) + PA2(-w) 

Ow 
2 

P(W2) = .i"p + w2 + x2W4 + + xwn. 133] 

Then the coefficient x, can be written in terms of an, 

xo=a,2>O 

XI = ($ 2 + 2a0a2 

x/. = ak2 + 2 v (!j-i(12k-j+l 

xn = (1Z > 0. 

For given line segment solution, one can set 

AkW2k 
Rw(w') - 

or 

>0 
.r XI) w2+ +xnw2n- 

2A,pw2R 
Rq(C) ) - 

PA2(W) + PA2(-w) > 

134] 

135] 

1361 

with AI, > 0. 

Hence the problem reduces to a determination of the real coefficients 
a, to find the best fit to the given line segments. In this case, the 
numerical problem is no longer linear. However, any nonlinear opti- 
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mization (such as Levenberg-Marquard) technique may be employed. 
Finally, the coefficients xk are computed. 

5.3 Examples of Bandpass Problems 

In the following examples, algorithms introduced for low-pass problems 
are employed with slight modification. 

Example 1: Computation of Bandpass Input Impedance Zq 

In this example (Fig. 12a), it is desired to illustrate a typical solution 
to bandpass problems via line segments. The line segment solution for 

RCL load with R = 1, C = 5, L = 0.55 was obtained. A series capacitor 
was also extracted from the equalizer yielding the minimum reactance 
input impedance for the rest of the equalizer with resistive termination. 
A rough sketch of the line segments is shown in Fig. 12b. 

vvs. 
Rg 

E 

L=0.55 __ 
Cx=19.97 

C=5 R=I 

LOAD 

Zq=Rq +jXq 
MINIMUM REACTANCE 

Fig. 12a-Computation of line segment input impedance of resistive -termi- 
nated equalizer to RCL load with R = 1, C = 5, L = 0.55. A 

capacitor C, is extracted from the equalizer. 

Rq 

0.4 

0.3 

0.2 

0.1 

0.34 

\.O.262 

. 0.137 

0 0.33 0.666 1.0 

Fig. 12b-Line segment solution to Example 1. 

.0 
1.25 
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The solution is outlined as follows: 

Type of Design: Bandpass Minimum Reactance with Extracted Ca- 
pacitor Cr. 

Passband: 0.2 < w < 1. 

Break Frequencies: w, = 0; w2 = 0.33; 0.13 = 0.66; w4 = 1; w5 = 1.25 
Solution to the Breakpoint Rh: R1 = 0; R2 = 0.344; R3 = .262; R., = 

0.137; R5 = 
Extracted Capacitor: C, = 19.97 
Performance of the Equalizer: G,,,;,, = 0.55, G ,,, = 0.728 

Example 2: 
In this example, a three element, bandpass equalizer was constructed 
for RCL load with R = 1, C = 5, L = 0.55 (Fig. 13). 
Passband: 0.2 <_ w < 1.0 

Design Type: Minimum Reactance, a series capacitor C. was also 
extracted from the equalizer. 

Line Segment Solution: This is given in Example 1 (Fig. 126). 
The rational form of the real part of the input impedance R,,(w2) is 

found to be (Fig. 14a) 

R,,(w2) - 
B2w'I + B,w 2 + 1 

where A = 9.936, B1 = 12.085, and B2 = 50.17. 
The rational form of the input impedance Z, (s) is 

Aw 2 

Z, is) 
62.,2 + b,.ti + 1' 

a 

where 
a, = 1.93921148 
b, = 5.124048781 
b2 = 7.083149355. 

The performance of the equalized structure (Fig. 14b) is 

(;,,,,,.r = 0.650 

RL=1 

LL=0.55 

CL 

LOAD 

cX 

' I 

Zq 

R9 

Fig. 13-Circuit topology of the equalizer of Example 2. The element values 
are C, = 12.063, C = 3.656, L = 1.939, R, = 0.3784. 
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0.40 

0.32 

0.24 

0.16 

0.08 

1 

0 0.4 0.8 1.2 1.6 2.0 

FREOUENCY(w) -+ 
Fig. 14a-Real part of the input impedance of the equalizer for Example 2. 

1.0 

0.8 

0.6 

z 

° 0.4 

0.2 

0 
0 0.4 0.8 1.2 

FREQUENCY (w) - 
Fig. 14b-Performance of the matched system of Example 2. 
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Gm; = 0.525 

G,n ax á= - 1 = 0.238. 
Gmin 

Example 3: 
This example is very similar to Example 2. Utilizing the same proce- 
dure, a five element, bandpass equalizer was designed for the RCL load 
(R = 1, C = 5, L = 0.55). The final circuit topology is shown in Fig. 15 
and the results are summarized below: 
Passband = 0.2 <_ w <- 1.0 
Design Type: Minimum reactance; a series capacitor Cx was extracted 

from the equalizer. 
Line Segment Solution: As in Example 1. 

The rational form of the real part of the input impedance R, (,2) was 
found to be 

Ace' 
R,(w2) 

1' 

R=1 

L=0.55 L2 

r C-5 

Element Values: 

C - 21.130 

1.2 . 0.367 

L6 . 0.60 

I 
Cx 

¡ i -C1 C3- g 

I i 
C G LZq(w) =Rq+JXq(w) 

MINIMUM REACTANCE 

CI . 6.495 

C1 . 4.405 

R9 - 0.227 

Fig. 15a-The circuit topology of the equalizer of Example 3 for case (1) (see 
text). 

R=1 

L. 0.55 

C2 

CI 

LOAD 
Zq(NEITHER MINIMUM REACTANCE NOR 

MINIMUM SUSEPTANCE) 

Fig. 15b-The circuit topology for the equalizer of Example 3 for case (2) 
(see text). 
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Table 5-Chebyshev Versus Real Frequency Bandpass Matching 
(Lead : L = 0.55, C = 5.0, R = 1; Passband: 0.2 <- to <_ 1.0) 

Number of 
Coupled 

Total Coils in 
Equal'zer Matching G""' - 1 

Design Method Elements Networks Gm;" 

Real Frequency 3 0 0.525 0.238 
Real Frequency 5 0 0.628 0.08 
Chebyshev 10 2 0.522 0.185 
Chebyshev 14 2 0.587 0.09 

where (see Fig. 16a) 

A = 12.20 
B1 = 12.11 

B2 = 210.90 
B3 = 442.23 
B4 = 324.43 

The rational form of the input impedance Z,(s) is 

a3S3 + a2S2 + CfiS 
Z, (s)1)484 

+ b3s3 + b2S2 + b,s + 1 

where 

al = 2.034 1), = 7.323 
02 = 2.691 1)9 = 20.758 
03 = 2.773 1)3 = 17.48 

b4 = 18.01 

For the circuit Topology, we may consider the following cases: 
(1) Synthesize Z,(s) as it is. The structure will consist of synthesized 

Zq and a series ex, as shown in Fig. 15a. 

(2) Define Zq (s) = Z,(s) + (SCx )-'; then synthesize it such that the 
element distribution is improved as compared to case (1). Z(s) is 

not minimum reactance any more. Fig. 15b shows a possible circuit 
topology.* 

The performance of the equalized structure (Fig. 16b) is 

Gn,ax = 0.674, 

G,,,;,, = 0.628, 

0 = 0.07. 

As a matter of fact, it was found that this topology of Fig. 15b provides the best 
element distribution for this example. 
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Fig. 16a-Real part of input impedance of the equalizer of Example 3. 

0.4 0.8 1.2 

FREQUENCY (w) 

Fig. 16b-Gain response of Example 3. 

1.6 2.0 

652 RCA Review Vol. 43 - December 1982 



LINEAR PROGRAMMING 

Note that this problem can also be solved analytically employing the 
Chebyshev formula published in Ref. J 15J. Comparative results are 
summarized in Table 5.10 

6. Conclusion 

In this paper, the real frequency technique for single matching prob- 
lems has been implemented to design matching networks for both low- 

pass and bandpass problems using linear programming. A numerical 
procedure that employs the simplex algorithm has been utilized to 
reach optimum design. Computer experiments have also been per- 
formed to investigate the nature of the technique. It has been shown 
that the real frequency technique using linear programming offers 
matching networks with almost optimum gain performance. 

Different versions of this technique have been applied to bandpass 
problems. Realizability aspects of the technique have also been dis- 
cussed. An algebraic method for imposing realizability has been sug- 
gested that can readily be employed with the numerical setup of the 
problem. The examples and numerical experiments that have been 
presented in the paper indicate that the real frequency technique using 
linear programming can offer reasonable flexibility to the designer. 
Realizability and design constraints are incorporated in the computer 
program as a set of linear inequalities. This is naturally built into the 
linear programming algorithms such as simplex or revised simplex. 
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Forces Acting on the Tool in VideoDisc 
Mastering 

R. Shahbender 
RCA Laboratories, Princeton, NJ 08540 

Abstract-The mechanics of cutting a VideoDisc master with an electro -mechanical 
cutter are considered and expressions are derived for the forces acting on 

the diamond tool as functions of tool geometry, substrate properties, rake 
angle, tool -substrate friction angle, and velocity of cutting. The analysis 
indicates that the tool forces vary linearly with depth of cut for normal 
recording and quadratically with groove depth for a "fast spiral." 

1. Introduction 

In recording on a VideoDisc master with an electro -mechanical cutter, 
average groove depth is established by mechanically adjusting the 
separation between cutter and disc surface. The desired separation is 

maintained constant by use of an air -bearing puck that supports the 
cutter above the disc surface. In principle, this should result in constant 
average groove depth.1.2 

The analysis presented in this paper was performed to determine 
the forces acting on a tool during cutting as an aid to the design of a 
cutter and its support structure. 

2. Mechanics of Cutting 

The cutting edges of the diamond tool used in mastering VideoDiscs 
are orthogonal to the relative velocity vector between tool and work 
piece only when the rake angle is zero. For nonzero rake angles, the 
cutting edges are inclined to the velocity vector. To estimate the 
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cutting forces exerted on a tool, it would therefore be appropriate to 
consider the mechanics of oblique cutting. The resulting expressions 
are rather unwieldly and unnecessarily complicated, however, and 
considerable simplification results if the analysis is restricted to the 
mechanics of orthogonal cutting. 

Results obtained from such an analysis are expected to be reasonably 
valid, since the inclination of the cutting edges to the velocity vector 
are fairly small for all rake angles of interest. 

Fig. 1 is a sketch of a diamond tool. TD and TB are the cutting 
edges. For zero rake angle, the projections of TD and TB onto the 
work surface (TD' and TB', respectively) are orthogonal to the velocity 
vector between tool and work piece. For a nonzero rake angle, TD' 
and TB' are inclined at angles i as shown in Fig. 1. For a tool with an 
apex angle DTB of 140C and a rake angle a, the inclination angle i is 
given by 

i = tan - 
sin( 
tani0 ) 

Thus for small rake angles, the inclination angle is approximately '/s 

the rake angle. 
The total force acting on a tool may be obtained by summing the 

D' 

PERSPECTIVE VIEW 

90° 

PLAN VIEW 

Fig. 1-Inclination angle of tool cutting edges. 

B' 
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forces on each cutting edge. The force on a cutting edge may be 
decomposed into three components: one component Fp parallel to the 
velocity vector, a second Fw perpendicular to the work surface, and a 
third FR orthogonal to the first two. 

For a symmetrical V -groove cut (fast spiral), the FN and FQ compo- 
nents due to each cutting edge are equal and have the same direction. 
The sum of these components gives the total components acting on a 

tool. The values obtained for the total components are approximated 
by those obtained from an orthogonal cutting analysis. The FR com- 
ponents are equal in magnitude but oppositely directed, resulting in 

zero lateral (radial) force on a tool. 
For normal recording, the cutting edges are subjected to unequal 

forces. The FR components are unequal and do not cancel, resulting in 
a net radial force acting on a tool. By restricting the analysis to 
orthogonal cutting, the radial force is assumed to be zero, and the 
other components are approximated. 

3. Cutting and Inertia Forces on a Tool 

The cutting force on a tool may be calculated using the thin -shear 
plane model developed by Merchant and Oxley.' The inertia reaction 
force generated by the chip (i.e., the sliver of material cut away to 
produce the groove) may be added to the cutting force to give the total 
tool force. Fig. 2 is a sketch showing the basic model assumed by 
Merchant and Oxley for the analysis of orthogonal cutting. We define 

t = depth of cut in work piece (assumed uniform) 

V = velocity of work piece (stationary tool) 

tc = thickness of chip 

VV = chip velocity assumed parallel to tool face 

a = tool rake angle (the rake angle is shown in Fig. 1) 

= tan Q = coefficient of friction between tool and work piece 

/3 = friction angle determined from µ 

R = resultant tool force per unit width of cut 

F = friction force on tool face per unit width of cut = R sin /3 

N = normal force on tool face per unit width of cut = R cos fi 

m = chip mass flow per second per unit width of cut. 

In the thin -shear -plane model, the cutting force results from the 
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FM 

F 

WORK NIECE 

Fig. 2-Geometry of thin -shear -plane model for metal cutting. 

workpiece shearing along a plane of constant area inclined at a constant 
angle. Let 

Fs = shear force in shear plane per unit width of cut 

FN = normal force across shear plane per unit width of cut 

= shear plane angle 

z = yield shear strength of workpiece. 

The shear force is given by 

Fs = z X area of shear plane per unit width of cut 

= Ti/sin 4). 

The resultant force R may be decomposed into a horizontal com- 
ponent Fir and a vertical component Fy as shown in Fig. 2. These may 
be expressed in terms of Fs, FN, and inertial components due to the 
chip: 

F = cutting force 

=Fs cos 4)+m[V- Vc sin a]+Fry sin ¢ [2] 

=Rcos(f - a). 

[1] 
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Fv = thrust force 

=FN cos q -mVc cos a-Fs sin 4 [3] 

= R sin(f3 - a). 

From the geometry of Fig. 2, we have 
t 

te = cos(4 - a). [4] 
sin 4) 

Conservation of chip mass leads to 

Vt V sin 4 
Vc 

tc cos(4 - a). [5] 

Eqs. [2] and [3] may be manipulated to give FN. If Eqs. [4] and [5] are 
substituted into the resulting expression, we obtain 

FN= Fs tan(¢+f3-a)+tan(4 + f3-a) Cosa 
niV. [6] 

cos(4) - a) 

For an orthogonal cut of unit width, depth t, and at a cutting velocity 
V, the mass flow is 

m = ptV. [7] 

where p is the density of the workpiece. If Eqs. [1], [6], and [7] are 
substituted into Eqs. [2] and [3], we obtain 

FH=tf00,a,f3,V,T,p) 
Fv=tfv(¢,a,f3,V,T,p), 
where fu and Iv are functions of the indicated variables and are 
independent of t. 

4. Spiral Groove 

For a fast spiral groove, shown schematically in Fig. 3, we have 

dF = Fdb = ftdb 

and 
+a 

j ¡v 
FT= J ftdb=2f J tan 70tdt 

-B o 

= D2 tan 70° f 
where 

dF = element of force for width db of either the horizontal or vertical 
component 

RCA Review Vol. 43 December 1982 659 



2B 

:5., 

r 
70° -.l d 

Fig. 3-Geometry of fast spiral groove. 

Fr = horizontal or vertical component of tool force 

F = horizontal or vertical force, i.e., F or Fv per unit width 

f = fu or Iv as given previously 

D = depth of groove. 

Performing the indicated manipulations leads to F1T and Fvr, the 
horizontal and vertical components of the force exerted by the tool: 

FUT. = D2 tan 70 ( -r[cot ¢ + tan(4) + fi - a)]) 

V2cosacos$ 
cos(cp - a) 

181 

Fvr = D2 tan 70 [cot 4) tan(4) + f3 - a) - 1] [9] 

V' cos a sin ¢1 
cos(4) - a) 

Lr+p 

Eq. [9] shows that vertical force Fvr is zero for f3 = a. If the rake 
angle is greater than the friction angle, i.e., f3 < a, then Fvr is negative 
and it requires an upward directed force to keep the tool in a stable 
position. 

The coefficient of static friction µ between diamond and metal' is in 
the range of 0.1 to 0.15. It is not affected by lubrication, and is probably 
larger than the coefficient of kinetic friction. The corresponding value 
of fi is in the range of 5.7 to 8.5 degrees. 

The shear angle ¢ may be determined in a number of ways, as 
described in the literature.' An empirical best fit to a large body of 
experimental data' shows that 

¢ = 50 - 0.8(/3 - a) degrees. [ 101 

The data used in arrriving at the above expression involves conven- 
tional machining with conventional tools rather than micro -machining 
with a diamond tool. Experimental data from Guarracini et al' indicate 
a shear angle of 35 ± 3 degrees for the case of a disc machined with 
normal grooves (overcut) and a rake angle a = 0.5 degrees. This would 
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imply a relation of the form 

=40-0.8(/3-a) [Ill 
as being more appropriate for VideoDisc machining. 

'I'he shear strength r of the copper substrate material is approxi- 
mately given by 

r = '/z x Ultimate Tensile Strength x (1 + Poisson's ratio). 

For standard VideoDisc electrodeposited copper, Dechert and Trager`' 
report an average ultimate strength of 1.08 x 105 psi. Poisson's ratio 
for copper is approximately 0.34. Thus we obtain a value for the shear 
strength of 

7 = 7.24 x 101 psi 

= 5.1 x 106 gm per cm2. 

The density of copper is 8.9 x 10' kg/m". At 225 rpm, the cutting 
velocity is: 

V = 3.45 m sec -1 at an outside radius of 5.76 inch 

V = 1.52 to sec -1 at an inside radius of 2.546 inch 

Table 1 lists the computed values of Fur and Fvr for the following 

Table 1 -Horizontal and Vertical Components of Tool Force F,,r and Fvr in Grams 
(Outside Radius: Velocity = 3.45 m/sec; Inside Radius: Velocity = 1.52 m/ 
sec) 

Groove I)epth 1) 

(µm) 

Fur and MT for Different Rake Angles a 

a=-2° a=-1° a = 0° a = 1° a = 2° 
F},r Fvr Fer PVT FlIr FVT Fur Fvr Fir,. rr 

Coefficient of Friction µ = 0.1, r = 5 x 10" gm/cm2 

1 0.33 0.04 0.32 0.04 0.31 0.0.3 0.31 0.03 0.30 0.02 
2 1.31 0.18 1.28 0.15 1.25 0.13 1.23 0.10 1.20 0.08 
3 2.94 0.40 2.89 0.34 2.82 0.28 2.76 0.23 2.70 0.18 
4 5.23 0.71 5.12 0.60 5.01 0.50 4.91 0.40 4.81 0.31 

Coefficient of Friction it = 0.15, r = 5 x 10" gm/cm2 

1 0.35 0.06 0.34 0.06 0.33 0.05 0.33 0.04 0.32 0.04 
2 1.39 0.26 1.36 0.23 1.33 0.20 1.30 0.17 1.27 0.15 
3 3.13 0.58 3.06 0.51 2.99 0.45 2.93 0.39 2.88 0.33 
4 5.56 1.03 5.44 0.91 5.32 0.80 5.21 0.69 5.10 0.58 

Coefficient of Friction µ = 0.1, r = 4 x 10" gm/cm2 

0.26 0.04 0.26 0.03 0.25 0.03 0.25 0.02 0.24 0.02 
2 1.05 0.14 1.02 0.12 1.00 0.10 0.98 0.08 0.96 0.06 
3 2.35 0.32 2.30 0.27 2.26 0.23 2.21 0.18 2.16 0.14 
4 4.18 0.57 4.09 0.48 4.01 0.40 3.93 0.32 3.85 0.25 

Coefficient of Friction it = 0.15, r = 4 x 10" gn /cm2 

1 0.28 0.05 0.27 0.05 0.27 0.1)4 0.26 0.03 0.25 0.03 
2 1.11 0.21 1.09 0.18 1.06 0.16 1.04 0.14 1.02 0.12 
3 2.50 0.47 2.45 0.41 2.40 0.04 2.34 0.31 2.29 0.26 
4 4.45 0.83 4.35 0.73 4.26 0.64 4.17 0.55 4.08 0.47 
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range of values of the variables: 

Depth of groove D = 1, 2, 3 and 4µm 

Coefficient of friction it = 0.1 and 0.15 

Rake angle a = -2, -1, 0, 1, 2 degrees 

Yield shear strength r = 5 x 106 and 4 x 106 gm/cm2 

Cutting velocity V = 3.45 and 1.52 m sec-' 

Shear angle as given by Eq. [11] 

The computed results indicate that the forces Fla' and FVT at the 
outside and inside radii differ only in the third decimal place-i.e., at 
the milligram level. Thus only one set of values, rounded to 2 decimal 
places, are tabulated. 

5. Normal Recording 

Fig. 4a is a sketch of average groove geometry during normal recording. 
The dotted lines show the cuts made by a diamond tool. The tool force 

D I40° 

2.64 fi.m 

(a) 

T0.4Bµm 

(b) 

Fig. 4-Normal recording: (a) average groove geometry and (b) components 
of tool force. 
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is given by 

(w 
dF = fydx, [ 12] 

-B 

where y, dx, W, and B, are defined in Fig. 4b, and dF and f are the 
same as previously defined. The coordinates of points L, M, and N in 
Fig. 4b are 

L [W, W tan 20] 

M=[2W-D cot 20,D] 

N [-D cot 20, DJ 

Point M will lie on the Y-axis for 

D=Do=2W tan 20=0.96pm. 

For all depths of cuts larger than Do, point M will lie in the second 
quadrant. Under these conditions, y as a function of X is given by 

0<X<W 
2W -D cot 20 <X< 0 

y= 2 tan 201W - X] 

y = 2W tan 20 

-B<X<2W-Dcot20 y=D+Xtan20. 
Substituting in the above integral leads to 

20 

zv-uro 20 

F=f{jowydx+ Jydx+ rA v-no 

= (2 WD - W9 tan 20) f. 

Thus, in the case of normal recording, the horizontal and vertical 
components of the force exerted by the tool Fin, and FvT are given by 
Eqs. [8] and [9] with the term 

2WD - W2 tan 20 = (2.64D - 2.54) 

substituted for the term D2 tan 70. 

The numerical values of FIT and FvT given in Table 1 may be used 
provided that each entry is multiplied by the ratio 

2.64D - 2.54 

2.75D2 
where D ? 0.96 µm. 

Table 2 lists the values of this ratio for D = 1, 2, 3, and 4µm. 
The above expressions indicate that the tool forces are quadratically 

related to groove depth in a fast spiral cut and linearly related to the 
depth of cut for normal recording. 

1131 
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Table 2-Ratio of Forces for Normal and Fast Spiral Recording 

D(µm) 1 2 3 4 

2.64D - 2.54 

2.75 D` 0.04 0.25 0.22 0.18 

6. Conclusions 

(1) The tool forces depend quadratically on groove depth for a fast 
spiral with a horizontal component that is several grams in magnitude 
and a vertical component that is several hundred milligrams in mag- 
nitude. 
(2) The tool forces depend linearly on depth of cut for normal record- 
ing with a horizontal component that is on the order of 1 gm or less, 
and a vertical component that is on the order of several tens of 
milligrams. 
(3) The inertial components of tool force at half real speed are small 
compared to the cutting components of tool force. Thus the tool forces 
at this speed are relatively independent of the radius at which cutting 
is occurring. 
(4) At a rake angle equal to the friction angle (a = fi), the vertical 
component of tool force reduces to zero. If the rake angle is greater 
than the friction angle (a > fi), an upward directed force is required to 
keel) the tool in a stable position. 
(5) Recording at real time doubles the value of cutting velocity. This 
increases the inertial components as the square of the velocity and 
results in a measurable difference in tool force at inside and outside 
radii. 
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A Diamond -Like Carbon Film 

Joseph Zelez 
RCA Laboratories, Princeton, NJ 08540 

Abstract-Amorphous, diamond -like carbon films have been produced by cracking 
N-C4H,0 in a glow discharge using ultra pure carbon as the electrodes in a 

bias sputtering system. Films produced at low or high deposition rates can 
be in either tensile or compressive stress in the range of 107-108 dynes - 
cm -2. A SIMS analysis of the film indicates the presence of <1 at. % H2. 

Analysis by ESCA showed the films to be carbon with only trace impurities 
of 02, which were most likely on the surface. The bonding structure of this 
film is being investigated. 

The transmittance in the IR spectra as measured from 2.5 to 25 µm is 
characteristic of an AR coating. The corrected transmittance for the film on 
an infinite substrate ranges from 0.5489 to 0.99699, while the reflectance 
ranges from 0.00521 to 0.34843. Other useful properties of the film are 
that it is highly insulating (10" S2cm) and has high dielectric strength, 
extreme hardness, and chemical inertness. Potential applications of this film 
as a protective coating for semiconductors, high-energy lasers, and plastic 
lenses are discussed briefly. 

Introduction 

Diamond -like carbon films have been made by low -energy carbon ion - 
beam deposition,' rf plasma decomposition from a hydrocarbon gas 
such as butane2'3 or other alkanes,9 and by ion plating and dual ion 
beam techniques.10-12 We have developed a hybrid process that can be 
used to deposit thin films of diamond -like carbon on such substrates 
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as Si, Si02, Al, A1,03, KBr, NaC1, ZnMn, GaAs, InP, stainless steel, 
plastics and paper. 

The diamond -like carbon films were prepared by cracking normal 
butane under widely different discharge conditions. This resulted in 
films with low tensile or compressive stress. 

Experimental 

The process chamber used for depositing the films is shown in Fig. 1. 

The rf system consists of two water-cooled ultrapure parallel -plate 
carbon electrodes with variable separation. They are capacitively 
coupled to an rf-bias sputtering generator." The upper electrode is 
15.2 cm in diameter and the bottom electrode, on which the substrates 

MKS BARATRON HEAD 

ADAPTER 

ANALYZER 
PROBE 

OUT 

WATER A 
IN 

SHUTTER 

PROCESS CHAMBER 

TEFLON SEAL 

TEFLON SEAL. 

SEAL PLATE 
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SPACER 

ELECTRODE 
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Fig. 1-Process chamber for producing amorphous, diamond -like film. 
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GT 
3(1 - r)ttr2' 

where a is the amount of deflection in the coated disc, E, is the Young's 

to be coated were placed, is 22.9 cm in diameter. Both electrodes are 
0.635 cm thick. 

The stainless steel process chamber is evacuated down to 1V Torr 
by an oil diffusion pump backed by a two -stage rotary oil pump. The 
normal butane is then leaked into the system and the pressure is raised 
to 8 x 10-' Torr. The high -vacuum valve is throttled to maintain the 
operating pressure gradient between the process chamber and the 
diffusion pump, the operating pressure being in the range of 25 to 70 
mTorr as measured on an MKS Baratron. The rf power is then applied 
to the pair of electrodes with the lower electrode biased in the range 
of 0 to -100 volts and the upper electrodes biased in the range of -200 
to -2500 volts. The normal butane is 99.99% pure, its impurities being 
iso-butane and N2. The discharge is excited at various target potentials, 
and a film is deposited onto the substrates at rates varying between 8 
to 360 A/min. 

The process -chamber integrity is monitored using a UTI/100C Re- 
sidual Gas Analyzer and Computer Display System. 

Results 

The films prepared by this hybrid process, as well as those prepared 
by other researchers, are chemically inert against acids and alkalis, 
and have excellent adhesion to Si. 

Film densities ranging from 1.9-2.67 g/cc have been obtained by 
others. The densities of films deposited in various thicknesses on 
microsheet glass were measured gravimetrically and found to average 
about 2.7 g/cc.59 

SIMS has been used to determine chemical composition by the 
composition of fragment ions. The diamond -like film contains <1 at. 
% H2. AES could not be performed on these films because of charging 
produced by the electron beam on the highly -insulating diamond -like 
film. ESCA showed the films to be carbon with only trace impurities 
of 02. It was determined by TEM that the diamond -like film is 
amorphous. Typical values of film stress are listed in Table 1. The 
stress was measured by depositing the film on one side of a microsheet 
glass (2.54 cm diameter by 0.(K)7 cm thick) and measuring the amount 
of deflection of the disc from a flat surface. The stress GT can be 
related to the deflection by the disc at a distance r from the center of 
the disc by the equation 

aE., t, 2 
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Table 1-Values of Film Stress 

No. 

Upper Electrode 
Potential 

(Volts) 

Lotter Elect rode 
(Substrate -Target) 
Potential (Volts) 

Film 
Thickness 

(ini) 

Film Stress 
(T = Tensile 

C = Conpressive) 
(Dyne/cm`) 

1 -451) -50 1.44 7.0 X 107(T) 
2 -450 -50 0.72 2.8 x 107(T) 
3 -450 -50 1.50 2.0 X l07('l') 
4 -400 -50 0.42 3.2 x 105(T) 
5 -400 -50 2.75 9.0 x 10"(1) 
6 -400 -50 0.82 9.6 x 10"(T) 
7 -350 -50 0.25 6.0 x l05(T) 
8 -350 -50 1.00 1.2 x l0"(T) 
9 -300 -50 0.22 1.5 x 105(C) 

10 -250 -50 0.18 3.9 x 105(C) 
11 -250 -50 0.08 7.5 x 105(C) 

modulus of the disc, t.. is the disc thickness, y is the Poisson's ratio of 
the disc, tf is the thickness of the diamond -like film, and r is the disc 
radius. 

Observations on deposited films indicate that the carbon films 
possess very high internal stress that may be caused by tilted tetra- 
hedral bonds and/or by H2 or residual gas inclusions.1° 

Diamond -like films are able to scratch glass and to resist scratching 
by glass and metal." Diamond -like film hardness has been measured 
using a Vickers microhardness pyramid indentor. However, others 
consider quantitative hardness tests using conventional diamond in- 
dentations problematic.10 

Functional tests were applied to the diamond -like film produced by 
the hybrid process. Fig. 2 illustrates type 304 stainless steel writing 
tubes whose smallest diameter was coated with a 5 -pm -thick film. A 

-1"1 26m k- 

19m 

l r 

8mr +{I2m --119m 

Fig. 2-Writing tubes to measure film adhesion and hardness. 
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Fig. 3-Hook Component A for industrial bobbin. 

35 g weight is applied to the tubes, causing them to strike a drum of 
Mylar drafting paper; the writing tubes are then tilted to an angle of 
60°. Rotating the drum slowly (approximately 1 rpm) the tube travels 
a distance of 100 meters. After the test is terminated, the film is 
examined for adhesion and erosion. It was concluded that the film 
could not flex with the 8 mil diameter tube and eroded away after 13 
meters. The 12 mil diameter tube offered some improvement (an 
additional 12 meters) and the 19 mil diameter tube performed repeat- 
edly. 

The hook components shown in Figs. 3 and 4 are mates that make 
up an industrial sewing machine bobbin. Areas A and B were coated 
with a film 4 -kA thick. When the bobbin was threaded and rotated at 
7000-10,00(1 rpm, the diamond -like film eliminated the need for oil 
lubricants and reduced the wear at edges A and B. 

The entire magnetic head component shown in Fig. 5 was coated 
with a 400 -A -thick diamond -like film. The main area of interest is the 
ZnMn ferrite located at the outer edge. Various tapes have been used 
in the video cassette recorder and there is no evidence of film damage.15 

Diamond -like films are electrically insulating.1.2.4.5,9.12 Table 2 lists 
some electrical properties of a 1260 A -thick film deposited on an 
aluminized Si wafer. Note the high resistivity, and breakdown voltage. 

Diamond -like carbon films have been reported to have refractive 

Fig. 4-Hook Component B for industrial bobbin. 
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Fig. 5 -Magnetic head component -VCR. 

indices from 1.8-2.8.1-3."." Values of the refractive index for our films 
were calculated from the measured reflectance R and transmittance T 
of a film -Si substrate composite. Because Si has a high refractive 
index, corrections for reflection losses in the calculations tend to 
introduce significant errors that were evident from the sum of R and 
T. Therefore, only an approximate value of the refractive index in the 
infrared was obtained (2.0-2.4) from 2.5 to 25 µm. 

Figs. 6 and 7 show the transmittance and reflectance of a typical 
film in the infrared. The films are completely transparent in the visible 
spectrum. The films exhibit, to varying degrees, absorption by an 
aliphatic hydrocarbon. The (CH2, CH:3) modes at 2870, 2920, 2960, 
1420, 1375 cm-' are evident. In addition, two weak modes are present 
at 1080 and 1720 cm', which are associated with 02 -containing func- 

Table 2 -Electrical Properties of 1260A Thick Film 

tan8 

10 kliz c 

pX 10" 
2 - cm 

EdX 107 

V/cm 

0.0076 8.7 1.49 3.6 
0.IÁ)74 8.7 1.51 3.6 
0.0074 8.9 1.47 3.6 
0.0081 8.8 1.51 3.6 
0.0074 8.8 1.48 3.6 
0.0073 8.7 1.47 3.6 
0.0075 8.9 1.51) 3.6 

3KAAl 
n\1111 
`- Si iN\\1\lN\\11y 

.040" 3K A THICK Al DOTS 

DIAMOND LIKE FILM 
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Fig. 6-Transmittance of a diamond -like film 9200 A thick in IR. Upper 
electrode at -450V and lower electrode at -50V. 

1200 800 400 

tional groups. The band at 1720 cm -I is characteristic of a carbonyl 
functional group, while the band at 1080 cm' is probably related to an 
ether or ester functional group. These may form when the coated Si 
wafer is in an ambient, i.e., it may have a reactive surface. The 
transmittance is characteristic of an AR coating. This is evident from 
the reflectance data.16 

A 3000-A thick film was deposited on a quartz disc to measure the 
energy bandgap. The Tauc model for an amorphous film was followed. 
In this model, the square root of the absorption (a) and the photon 
energy (eV) product is plotted versus the photon energy to obtain the 
energy gap (Fig. 8). For a crystalline indirect-bandgap semiconductor 
only the square root of a is plotted versus eV. The plot in Fig. 8 

obtained by the Tauc model indicates the bandgap of the film is on 
the order of 3 eV.16 

The amorphous diamond -like film has possible high -energy -laser 
applications (e.g., as chemically inert encapsulants for coated optics). 
Damage thresholds for this film were measured using a pulsed chemical 
laser. Generally, for films deposited by techniques other than the 
hybrid process described here, the damage thresholds are low, reflect- 
ing problems of stress (delamination) or absorption (low melt and 
erosion thresholds). The diamond -like film had a melt threshold that 
was comparable to those seen for crystalline Si and showed no tend- 
ency to delaminate. The film had a minimal OH -absorption hand 
(which occurs at the laser wavelength) and also low stress. The laser 
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Fig. 7-Reflectance of a diamond -like film 9200 Á thick in IR. Upper electrode 
at -450V and lower electrode at -50V. 

test is encouraging in that it suggests the film can be deposited so as 
to survive thermal shock." 

The diamond -like films were deposited on one or both surfaces of 
polystyrene, polycarbonate, methyl methacrylate, and custom resin 39 
lenses to thickness of A/2 at 5500 A. Lens transmission is increased 6- 
17%. The film passed the Scotch tape and rubber eraser tests, thus 

BAND GAP 
-3.05 eV 

25 30 35 40 45 50 55 60 65 
PHOTON ENERGY, eV 

Fig. 8-Tauc model for measuring energy bandgap. 
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proving that it can be used not only as an AR coating but also as a 
protective coating for plastic lenses. 

Conclusions 

It has been shown that a low stress, highly insulating diamond -like 
film can be produced using N -butane and ultrapure carbon electrodes 
in a hybrid process. The film has excellent optical properties when 
applied to glass or plastic substrates. Further studies will include the 
possibility of N or P type doping, and a measurement of the temper- 
ature coefficient of conductivity of the film. 
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Sine -Wave Threshold Contrast - 
Sensitivity Function: Dependence on 
Display Size* 

C. R. Carlson 
RCA Laboratories, Princeton, NJ 08540 

Abstract-Threshold contrast -sensitivity measurements were obtained using sine -wave 
gratings with the size of the displayed field as a parameter. It was found that 
for frequencies above roughly 1 cycle/degree, relative contrast sensitivity 
is determined by a fixed number of cycles in the displayed field. For 
frequencies below 1 cycle/degree, relative performance is not predicted by 
a fixed number of cycles. Additionally, the low -frequency roll -off in the shape 
of the contrast -sensitivity function was maintained for all display sizes 
measured. Extrapolation of the measured results indicates that no significant 
modification in the shape of the contrast -sensitivity function is expected for 
displays greater than 60 degrees in diameter. 

1. Introduction 

The threshold contrast -sensitivity function for spatial sine -wave gra- 
tings is strongly dependent on the size of the sine -wave field used to 
perform the measurements.' This fact is not surprising if the detection 
processes of the human visual system are capable of spatial integration 
over finite visual areas. Hoekstra et al.4 and Savoy and McCann5 
reported that the visibility of gratings below roughly 7 cycles/degree 
is determined by a critical number of cycles in the display field. They 
found that when the display field contains more than 5 to 10 cycles of 

Research supported by the Office of Naval Research under Contract No. N00014 -74- 
C-0184. 
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a grating at a specific spatial frequency, there is no improvement in 
contrast sensitivity. Earlier, McCann et al.'' reported that at low spatial 
frequencies the detection threshold of sine -wave gratings is dependent 
primarily on the number of cycles in the display field. Furthermore, 
they found that, for spatial frequencies below approximately 3 cycles/ 
degree, the threshold is independent of spatial frequency. Similar 
results were also repotted by Hoekstra et al.' 

These results led these workers to conclude that the low -frequency 
roll -off of the human visual contrast -sensitivity function is clue to the 
inadequate number of displayed cycles in the measurement fields at 
low spatial frequencies. Although we agree that under certain condi- 
tions this effect can contribute to the low -frequency roll -off,' we feel 
that it is extremely unlikely that the low -frequency roll -off is entirely 
clue to the finite number of displayed cycles. This result is contrary to 
such well-known psychophysical effects as Mach bands,8 and, more 
importantly, to the neurophysiological studies that indicate a center - 
surround organization of the receptive fields in the mammalian retina." 
These studies suggest that the visual system should exhibit some 
attenuation of low spatial frequencies. 

In this paper we present the results of measurements on the effect 
of display size on the contrast -sensitivity function. We show that at 
low spatial frequencies contrast sensitivity is related in a simple, 
continuous fashion to the number of cycles in the display field. Fur- 
thermore, we show that for spatial frequencies below 3 cycles/degree 
contrast sensitivity is not exclusively a function of the number of 
cycles in the display field. Most importantly, we show that the low - 
frequency roll -off in the contrast -sensitivity function is not eliminated 
when the display contains an arbitrarily large number of cycles at low 
spatial frequencies. 

2. Experimental Situation 

The sine -wave gratings used in this investigation were generated on 
two separate apparatus. Experiments involving the large display for- 
mats and low spatial frequencies were performed using an optical 
projection system; those involving small display formats and high 
spatial frequencies were performed using a Tektronix 631 TV monitor. 
Additional details about the construction and performance of these 
systems are given elsewhere."'12 

In terms of viewing zungle, the display diameters investigated with 
the TV monitor were 0.5°, 1.0°, 2.3°, and 6.5°. Display diameters of 
6.5° and 60° were investigated using the optical projection system. 
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The results of the 6.5° display measurements obtained using both 
systems were in good agreement. 

All measurements were made at threshold with vertical gratings at 
a mean display luminance of 34 mL. The luminance of the area 
surrounding the display was 3.4 mL, and the viewing distance for all 
experiments was 190 cm. Binocular vision was employed without 
artificial pupils. The contrast of the gratings was defined in the 
conventional manner to be the maximum minus the minimum grating 
luminance, divided by the sum of the maximum and minimum grating 
luminance. 

The measurements were performed on two subjects, C.R.C. and R.I. 
Each grating was presented continuously on the screen until its thresh- 
old was determined by the method of adjustment. Ten readings were 
taken at each spatial frequency for each observer, and the results were 
averaged. The observers viewed the screen by allowing their eyes to 
wander slowly about a small region in the center of the display. This 
technique replicates normal viewing conditions and was also found to 
give more consistent results. 

3. Experimental Results 

The results of this study are shown in Fig. 1. The solid lines on the 
figures represent smooth fits to the experimental data points. This set 
of curves clearly shows the strong functional dependence between 
contrast sensitivity and display size. At high spatial frequencies con- 
trast sensitivity is independent of display size for displays greater than 
approximately 2.3° in diameter. For displays smaller than this value, 
contrast sensitivity is reduced, even for the highest spatial frequencies 
measured. We believe that this reduction in sensitivity is realized 
because three factors become more significant as the display is made 
smaller: (1) the number of cycles across the display is reduced;' (2) 
the vertical extent of the display is diminished;" and (3) the difference 
between the display luminance and the surround luminance has a 
relatively greater influence.'" For the conditions of this experiment, 
only the finite number of cycles across the display plays an important 
role in modifying the contrast sensitivity function for displays above 
roughly 2.0° in diameter.3.4",s,' 

At low spatial frequencies the contrast -sensitivity function exhibits 
the strong functional dependence on display size mentioned previously. 
However, it can he seen from the curves that even for the 60° diameter 
display the peak in the contrast -sensitivity function is maintained. 
These results show no indication of a flattening in the response curves 
at low spatial frequencies, as predicted by Hoekstra et al.' and by 
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Fig. 1-Threshold contrast -sensitivity measurement results as a function of 
spatial frequency with display diameter as the parameter. The viewing 
distance was 190 cm, and binocular vision without artificial pupils 
was used. The dashed line indicates the predicted contrast sensitivity 
function for a display subtending 180 degrees. 

100 

Savoy and McCann.5 The results of Fig. 1 have been replotted in Fig. 
2 to indicate more clearly the relationship between contrast sensitivity 
and the number of cycles, N, in the display field. This figure shows 
that for displays with diameters less than 6.5°, there is a low -frequency 
regime where contrast sensitivity is roughly described by the number 
of cycles in the measurement field. However, this relationship clearly 
breaks down for the largest display size measured. 

In order to answer the question of whether the low -frequency roll - 
off would eventually be eliminated for even larger displays, we have 
plotted in Fig. 3 the spatial frequency, ff, at which the contrast 
sensitivity functions of Fig. 1 intercept the 1% contrast line at low 
spatial frequencies as a function of inverse display diameter, 1/D. The 
experimental data is well described by the simple formula 

= 0.15 + 1.59/D. 

The important feature of this curve is that the intercept for D = 180° 
is safely above the origin. That is, the low -frequency attenuation will 
he maintained even for a display subtending 180° of visual angle. 
Indeed, the expected change in going from the 60° diameter display to 
a larger display is negligible. Further, there is no indication from these 
data points that an alternative interpretation is possible. In Fig. 1 we 
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Fig. 2-The results of Fig. 1 replotted as a function of the number of cycles 
across the display field. 
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Fig. 3-The spatial frequency, fc, at which the low frequency portions of the 
curves in Fig. 1 intercept the 1% contrast line as a function of inverse 
display diameter, 1/0. The solid line on the figure is given by ff = 
0.15 + 1.59/D. 
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have plotted, as a dashed line, the expected contrast -sensitivity func- 
tion for an infinite disp_ay. 

From the data of Fig. 1 we have also determined the relationship 
between contrast sensitivity and the size of the display field at specific 
spatial frequencies. These results are shown in Fig. 4 for the spatial 
frequencies of 0.7, 1.0, and 3.0 cycles/degree. It can be seen that when 
the data are plotted as a function of the inverse display diameter, the 
results are well approximated by linear functions. At 3.0 cycles/degree 
the appropriate analytical expression is 

nr=0.17+0.41/D. 12] 

Our results can be replotted to show that the relative attenuation in 
contrast sensitivity at each spatial frequency is not determined by a 
fixed number of cycles in the display field. This conclusion is summa- 
rized in Fig. 5 for spatial frequencies between 0.3 and 10 cycles/degree. 
The ordinate represents the number of cycles, at a given spatial 
frequency, necessary to realize 50% of the contrast sensitivity that 
would be obtained for a display containing an infinite number of cycles. 
Several conclusions can be obtained from this figure. First, for spatial 
frequencies up to 3 cycles/degree, the number of cycles necessary to 
reach a given level of attenuation is not constant. For example, at 0.3 
cycle/degree, the 50% attenuation point is realized with only 3 cycles 
across the display; at 3.0 cycles/degree, 7 cycles are required. Second, 
as observed by Hoekstra et al.' and by Savoy and McCann,5 in the 

2.0 

O 
0 0.5 

I/O (DEGREES -1) 

1.0 

Fig. 4-The results of Fig. 1 replotted to show the relationship between 
contrast sensitivity and inverse display diameter for sine -wave gra- 
tings at 0.7, 1.0, and 3.0 cycles/degree. 
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Fig. 5-The number of cycles in the measurement field required to obtain 
50% of the maximum contrast sensitivity at a given spatial frequency, 
as a function of spatial frequency. 

range of spatial frequencies between 3.0 and 10 cycles/degree, a fixed 
number of cycles does adequately describe the threshold detection 
process. Although we cannot extrapolate our results past 10 cycles/ 
degree (due to the area -size and surround -brightness effects mentioned 
previously), other workers have found that the "critical" number of 
cycles at higher spatial frequencies is still roughly between 5 and 10 

cycles.12 It has been shown recently that such behavior is consistent 
with an imaging system that preserves the shape of the images inde- 
pendent of their size.13" 

Finally, we note that the results presented above reflect indirectly 
on the question of whether the visual system processes low spatial 
frequency information. As Kelly15 has pointed out, the number of 
cycles necessary for a truncated sine -wave grating to act as an effective 
approximation to an infinite target is roughly 7. This is because for 
gratings containing a smaller number of cycles, the spectral extent of 
the gratings is comparable to the frequency of the grating. As we have 
shown, for frequencies below approximately 1.0 cycle/degree, the 
critical number of cycles (defined at 50% of maximum contrast sensi- 
tivity) falls off sharply. Therefore, we conclude that the lowest spatial 
frequencies of images cannot play an important role in visual process- 
ing. 
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4. Conclusions 

In conclusion, we have shown that there exists a low spatial frequency 
roll -off in the human threshold contrast sensitivity function that is 
independent of display size. This conclusion is also supported by the 
research of Estévez and Cavonius.' We have also shown that the 
visibility of gratings at low spatial frequencies can not be described 
simply by a constant number of cycles in the display field. Our results 
and conclusions differ from those of Hoekstra et al." and Savoy and 
McCann' because of the wide range of display sizes we used to perform 
our experiments. In limiting experiments to smaller display sizes, it is 
possible to misinterpret the limiting relationship between display size 
and contrast sensitivity because the constant term of Eq. [1] is small 
compared with the term proportional to 1/D. And finally, we have 
determined the full visual threshold contrast -sensitivity function that 
is independent of display size effects. It is this function that should be 
used as the describing function for the human visual system for sine - 
wave gratings at threshold. 
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Patents Issued to RCA Inventors-Third Quarter 1982 

July 

D. E. Carlson Fabricating Amorphous Silicon Solar Cells by Varying The Temperature 
of The Substrate During Deposition of The Amorphous Silicon Layer (4,339,470) 
S. Chio Shank Diamond Cleaning (4,339,281) 
S. Chio and G. A. Kim Stylus Tip Fabrication From a Synthetic Diamond Stone 
(4,340,954) 
P. J. Coyle Method for Interconnecting Solar Cells (4,340,803) 
R. C. Dennison and J. M. Walter Synchronizing System with Chroma Parity Detection 
(4,339,770) 
A. Goldman Etching Method Using a Hardened PVA Stencil (4,339,528) 
A. Goldman Etching Method Using a PVA Stencil Containing N-Methylol Acrylamide 
(4,339,529) 
I. Gorog, M. A. Leedom and J. P. Wittke Method and Apparatus for Positioning a 
Tapered Body (4,341 ,472) 
P. E. Haferl Vertical Deflection Circuit (4,338,549) 
J. R. Hale Beading Apparatus for Making an Electron Gun Assembly Having Self - 
Indexing Insulating Support Rods (4,341,545) 
R. R. Handel CRT with ARC Suppression Means Therein (4,338,543) 
J. R. Harford Television Intermediate Frequency Amplifier with Feedback Stabilization 
(4,342,005) 
L. J. Hillenbrand, J. R. Preston and D. A. Berry High Density Information Disc 
(4,340,629) 
J. V. Howard Television Deflection Yoke Mount (4,338,584) 
G. John, P. M. Heyman and D. P. Bortfeld Variable Pitch Grooved Label for VideoDisc 
(4,341 ,952) 
G. Kaganowicz and J. W. Robinson Method of Coating Substrates with an Abrasive 
Layer (4,339,471) 
K. C. Kelleher Processor Controlled VideoDisc Servo System (4,340,949) 
N. R. Landry Short Horn Radiator Assembly (4,338,609) 
L. J. Levin Optical Recording Medium with a Thick Overcoat (4,340,959) 
D. D. Mawhinney Vehicle Identification System (4,339,753) 
A. F. McDonie and W. K. Miller Method of Making Potassium, Cesium, Rubidium, 
Antimony Photocathode (4,339,469) 
E. A. Miller RF Heating Coil Construction for Stack of Susceptors (4,339,645) 
M. E. Miller Minimum Tracking Force Stylus (4,340,956) 
M. Packer and O. D. Black Coated Printed Circuit Wiring Board and Method of 
Soldering (4,340,167) 
T. R. Pampalone Aqueous Developable Poly(Olefin Sulfone) Terpolymers (4,341 ,861) 
J. I. Pankove Method for Fabricating Adjacent Conducting and Insulating Regions in a 
Film By Laser Irradiation (4,339,285) 
A. Presser Electronically Tunable Resonator Circuit (4,338,582) 
J. J. Prusak and M. L. Whitehurst Apparatus for Electroforming (4,341 ,613) 
D. J. Sauer Differential Amplifier Having a Low -Pass Characteristic (4,342,001) 
J. D. Shearer Solder Draw Pad (4,339,784) 
M. C. Stewart Carriage Alignment Apparatus for VideoDisc Player (4,342,109) 
R. G. Stewart Noise Protection Circuits (4,339,809) 
D. J. Tamutus Method of Fabricating a Color -Selection Structure for a CRT (4,341,591) 
M. Toda and S. Osaka Rotative Motor Using a Piezoelectric Element (4,339,682) 
C. M. Tomasetti, M. D. Harsh and A. F. McDonie Method for Stabilizing the Anode 
Sensitivity of a Photomultiplier Tube (4,341 ,427) 
R. Torres and J. G. Henderson Automatic Tuning Circuit Arrangement with Switched 
Impedances (4,339,827) 
J. A. van Raalte and D. W. Fairbanks Stylus Tip Positioning Technique (4,341,437) 
J. J. Williams, Jr. and R. A. Dischert Hardware Reduction By Truncation of Selected 
Number of Most Significant Bits for Digital Video System Using Subsampling and 
Adaptive Reconstruction (4,340,940) 
H. J. Wolkstein Optimization Circuit for a Serrodyne Frequency Translator (4,338,528) 
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August 

T. E. Benner Mesh Assembly Having Reduced Microphonics for a Pick-up Tube 
(4,347,459) 
D. A. Berry, J. R. Preston and L. J. Hillenbrand High Density Information Disc 
Lubricants (4,342,660) 
J. C. Bleazey and J. Guarracinl Driver Arrangement for Stylus Lifting/Lowering Appa- 
ratus (4,344,166) 
D. Botez Single Filament Semiconductor Laser with Large Emitting Area (4,347,486) 
S. L. Corsover, L. W. Dobbins and P. B. Pierson Variable -Velocity Film Exposing and 
Developing Apparatus (4,344,088) 
A. M. Goodman and M. L. Tarng Method of Passivating A Semiconductor Device with 
a Multi -Layer Passivant System by Thermally Growing a Layer of Oxide on an Oxygen 
Doped Polycrystalline Silicon Layer (4,344,985) 
R. J. Gries, C. E. Conn and S. Miko Television Receiver High Frequency Regulated 
Power Supply Including a Low Voltage Ferroresonant Transformer Coupled to a Step - 
Up High Voltage Transformer (4,345,188) 
J. R. Harford Variable Load Impedance Gain -Controlled Amplifier (4,344,043) 
J. R. Harford Gain -Controlled Amplifier Utilizing Variable Emitter Degeneration and 
Collector Load Impedance (4,344,044) 
J. R. Harford Variable Emitter Degeneration Gain -Controlled Amplifier (4,345,214) 
J. W. Harmon and J. H. Atherton Low Power Voltage Multiplier Circuit (4,344,003) 
J. E. Hicks Television Receiver High Voltage Generator Protection Circuit (4,343,028) 
L. J. Hillenbrand, J. R. Preston and D. A. Berry High Density Information Disc 
(4,346,469) 
L. B. Johnston System for Compensating for Transfer Characteristic Variations of 
Electron Guns (4,344,021) 
W. A. Lagoni Apparatus for Reducing the Effect of Co -Channel Interference on Syn- 
chronizing Pulses (4,343,019) 
F. D. Marschka Screen Contact Means for a Cathode Ray Tube (4,344,015) 
W. Phillips, C. C. Neil and J. M. Hammer Method for Making Planar Optical Waveguide 
Comprising Thin Metal Oxide Film Incorporating a Relief Phase Grating (4,343,890) 
J. R. Preston, L. J. Hillenbrand and D. A. Berry High Density Information Disc 
(4,346,468) 
J. E. Rudy Timing Circuit for the Digital Generation of Composite Luminance and 
Chrominance Video Signal for Non -Interlaced Television Raster Scan -Line Pattern 
(4,344,075) 
W. W. Salt, Jr. Retainer Ring for Securing Substrates in a Vacuum Deposition System 
(4,344,383) 
O. H. Schade, Jr. Differential -Input Amplifier Circuitry with Increased Common -Mode 
Voltage Range (4,345,213) 
O. H. Schade, Jr. Compensation of Base -Current -Related Error in Current Mirror 
Amplifier Circuitry (4,345,216) 
W. F. Speer Rotary Tuning Mechanism (4,347,628) 
R. G. Stewart Power Gated Decoding (4,344,005) 
M. L. Tarng Etching a Semiconductor Material and Automatically Stopping Same 
(4,343,676) 
B. K. Taylor Removable Protective Cover for a VideoDisc Stylus Cartridge (4,342,394) 
C. M. Tomasetti and J. A. Ulaky Photomultiplier Tube Having a Gain Modifying 
Nichrome Dynode (4,347,458) 
C. C. Wang, L. Ekstrom, T. C. Lausman and H. Wielicki VideoDisc Lubricants 
(4,342,659) 
M. H. Wardell, Jr. Electron Tube Base with Flow Channels Therein (4,345,812) 
G. C. Waybright High Voltage Protection Circuit for a Television Receiver (4,345,275) 
C. E. West and R. J. Ramspacher Transistor Heat Sink Assembly (4,344,106) 
P. C. Wilmarth Method for Making Printed Circuit Boards with Connector Terminals 
(4,343,084) 
O. M. Woodward and J. G. Henderson Loop Antenna Arrangements for Inclusion in a 
Television Receiver (4,342,999) 

September 

F. Aschwanden Comparison Arrangement for a Digital Tuning System (4,352,206) 
J. H. Atherton and C. P. Jindra Signal Comparison Circuit (4,348,596) 
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D. A. Berry High Density Information Disc Lubricants (4,351 ,048) 
J. F. Bull Actuation Rate Limiter (4,349,754) 
F. Caprari Radiation Shadow Projection Exposure System (4,348,105) 
M. G. Caracappa System and Method for Frequency Discrimination (4,352,194) 
D. J. Carlson and S. H. Tsou Multi -Band Antenna Coupling Network (4,352,111) 
C. A. Catanese and S. Bloom Multicolor Cathode -Ray Tube with Quadrupolar Focusing 
Color -Selection Structure (4,350,922) 
H. N. Crooks VideoDisc Player Having Record Side Identifying Apparatus (4,352,175) 
A. T. Crowley Precise Digitally Programmed Frequency Source (4,349,887) 
M. T. Duffy and P. J. Zanzucchi Method and Apparatus for Determining the Quality of 
a Semiconductor Surface (4,352,016) 
M. T. Duffy, J. F. Corboy and P. J. Zanzucchi Apparatus for Determining the Quality 
of a Semiconductor Surface (4,352,01 7) 
C. A. Elliott VideoDisc Player Having Carriage Detent Mechanism (4,351 ,046) 
T. J. Faith, Jr. Monitor for Oxygen Concentration in Aluminum -Based Films (4,348,886) 
D. W. Flatley and S. T. Hsu Process for Tapering Openings in Ternary Glass Coatings 
(4,349,584) 
J. E. Gillberg Circuit with Dual -Purpose Terminal (4,350,906) 
N. F. Gubitose, M. R. Schuler and D. L. Patterson Crystal Seed Holder Assembly 
(4,348,365) 
W. E. Harlan Self -Limiting Video Signal Peaking Circuit (4,350,995) 
W. E. Harlan Automatic Video Signal Peaking Control (4,351 ,003) 
J. G. Henderson Apparatus for Automatically Steering an Electrically Steerable Tele- 
vision Antenna (4,349,840) 
M. E. Hertzler System for Applying a Liquid to the Studs of a Color Kinescope Faceplate 
Panel (4,351,265) 
M. D. Holbrook and W. K. Knapp Precharge Circuit (4,352,031) 
R. H. Hughes Electron Gun with Balanced Lens Lips to Reduce Astigmatism (4,350,923) 
L. L. Jastrzebski and P. A. Levine Semiconductor Imagers (4,348,690) 
N. R. Landry Coax to Rectangular Waveguide Coupler (4,349,790) 
F. D. Marschka Main Lens Assembly for an Electron Gun (4,350,925) 
F. Okamoto and K. Kato Method for Preparing Inorganic Sulfides (4,348,299) 
L. L. Rarig, R. A. AIteman and D. L. Miller Apparatus for Sensing Bare Metal on a 
Moving Strip of Insulatively Coated Conductive Material (4,351,263) 
G. A. Reitmeier and R. A. Dischert Adaptive Composite -Component Transcoding 
Hierarchy for Digital Video (4,352,122) 
P. D. Southgate and J. P. Beltz Inspection System for Detecting Defects in Regular 
Patterns (4,349,880) 
S. N. Subbarao and H. Huang Method for Fabricating Via Holes in a Semiconductor 
Wafer (4,348,253) 
M. L. Tarng and W. A. Hicinbothem, Jr. Method of Depositing a Refractory Metal on a 
Semiconductor Substrate (4,349,408) 
M. Toda and S. Osaka Fluid Flow Velocity Sensor Using a Piezoelectric Element 
(4,351,192) 
J. Valachovic, G. A. Alphonse, J. H. Reisner and K. F. Etzold Piezoelectric Transducer 
for Recording Video Information (4,349,902) 
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